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ABSTRACT

This hesis proposes a new, highly generalised and fundamental, inforockilomg
framework called the TRM (Ternary Relations Mdded)TRM was designed to be a

model for converging a number of differing paradigms of information management, some

of which @ae quite isolated. These include areas such as: hypertext navigation; relational

databasesemistructured databases; teen8ntidNVeb; ZigZag and workflow modelling.

While many related works model linking by the connection of tweherid®M adds a
third element to this, thereby enriching the links with associative megmig3M is a
formal description of a technique that establish#isetiional and dynamic neag
structures in which each link is an ordered triple ofatimeaodesThe ley features that
makes the TRM distinct from other trpbsed models (such as RDF) is the integration of

bi-directionality, functional links and simplicity in the definition and elements hierarchy.

There are two useful applicationghef TRM. Firstlytimay be used as a tool for the
analysis of information models, to elate connections and paral®écondly, it may be
used as a oconstruction kito to build
management. The TRM may be used to prowdbstrate for building diverse systems,

new

such as adaptive hypertext, schemaless database, query languages, hyperlink models and

workflow management systems. It is, however, highly generalised and is by no means

limited to these purposes.
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GLOSSARY OF ABBREVIAIONS

The following abbreviations have been used in this thesis for the first time

1 TRM: Ternary Relations Mad&lformal description of building relations by three
nodes of data

1 TRM-DB: TRM Databas@database design methuidizingthe TRM

1 TRM-NAV: TRM Navigation a hypertext navigation framework having TRM
based hyperlinks.

1 TRMWEF: TRM Workflowamodelof describingvorkflows by the TRM

1T TWM: TRM Workflow Managent aworkflow management system based
the TRMWF.

1 pE: predicat&xpression, a form ofiakingbinary linkin which thdink source is

selected by a logical predicate and the destimataromputation.

1 pfE: predicatéunction, Expression, the exdem of pE to be used in ternary
links, in which the association of a link is also computed by a function.

Among many other abbreviations used from other related works, these are the most

important and/or less known acronyms which are described thraiighthdsis:

RDF: Resource Description FramewQWL: Ontology Web Languadé¢ML: Unified
Modelling Language, BPMN: Business Process Modelling Notation, XPDL: XML Process
Definition Language, YAWL: Yet Another Workflow Language, FOHM: Fundamental
Open Hymrmedia, COHSE: Conceptual Open Hypertext Sewid®]: Information

Unit Hypertext Model, MMVP: Model Map View PraisMC: Workflow Management
Coalition, W3C: WWW Consortium
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Chapterl-

INTRODUCTION

0General i zaaddtoindnodéori so Umhd&ti many scientists
knowledge have targeted, particularly in the theoretical sciences, framttadaepts

of physicistdike Stephen Hawkirj86] to the universaimodel of Ken Wilbe[200]to

explain al most oeverythingdé in this worl d.
to look for such a global theory isttima universal scale, there must be only one truth

that can explain all the true facts in this world.

The domain of this thesis is much smaller than such universal theories, moreover, it is not
as purly theoretical as thosk&lso the unificatiom thisthesis is neither an achieved nor a
targeted goabut it is a just an approachtarget or achieve some results. However, the

motivation is still the same.

If a unified theory of physics can explain an existing physical phenomenon and predict the
happaing ones, then by analogy, a unified information model in IT domain may help to

explain the similarities between existing systems and to build new systems.

11 Background

Earlycomputers were only for computimg now they are an integraéiéfchot essentia

part of human life. What the today computers can do over the traditional computing is
managing oinformationo, and mo st of t he
oinformation managementd systems. Before pr
andobjectives of this thesis, it is necessary here to have a touch of the challenging world of

oinformationdé terminology in the computer



unifying approach will be explained to address some problems and answer som

fundamental question in the information management community.

111 Information and information Model

In the field of information science and knowledge management, the terms data,
information, knowledge and wisdom are often considered to make a DIKW pyramid or
hierarchy proposed by Russell Ackoff in {PBA157, 1664s illustrated Figurel-1.

/N
/
‘ /WISDOM'_
/ \
/ KNOWLEDGE "

INFORMATION

DATA

Figurel-1: DIKW pyramid[97]

For the description of data as the basic layer, Ackoff's\iEl}is that Data is ravit
simply exists and has no significance beyond its existence (in and of itself). It can exist in any fo
or not. It does not have meaning of itself.

On top of the data |l ayer, oinformationd ad
us e 0 irfoomattomTée term of information may be used in different contexts in the

field of computer science, and thus it is very difficult to find such a general definition. The

main thing that makes information different from any kind of raw data is tbé role

human perception. Information is sometimes definadydlsing that a human being can be
interested [{kR25] or asany represented p@&¢rithe term of knowledge is particularly

difficult to define, as reviewed1@4] In that review, a working definitiohknowledge is

proposed athe higlalue form of information that is ready to apply to decidtamdtand actions
purposes of this thesis, knowledge is considered torbeathimgful structure of information.

Briefly, Information is the structurexrh of raw data that can be interpreted or put into
some context. Knowledge is the interpreted and meaningful structure of information that
can be use to make decisions. Wi sdom then

making and reasoning skilla timedependent context on top of the gathered knowledge.



Also in[85]t he | ayer of ounderstandingdé is inse
layers, which includes the analyze and synthesize processes ineastar tv make a

decision or reasoning.
It may be useful to illustrate the above hierar¢hglnel-2.

connectedness wiadormn

4
understanding
principles

knowledze

A&mtmdjng
patterns

inforrmation

understanding
relations

data P riderstanding

Figurel-2: Transition between data, information and knowledge in DIKW hig&58thy

Some related works have criticized DIKW hierarchy to be not a perfect explanation. An
opposite idea is that the relation between data, information and knowledge is not
directionabnd hierarchical at all. &éadence, building relations to make inéion out

of data is not possible without knowledge, and that the knowledge is not meaningful

wi t hout k nowi48]dnothdr workdHfnoocwmesrebs on t he ohol i s
data, inbrmation and knowledge and that the relationship between them may be explained

by ometads not by Il inear dependenci es.

According to the above reviews, defining data, information and knowledge is a challenging
argument. It may be impossible to draw stries lbetween data, information and
knowledge and they are interchangeable in many contexts. As evidence, a structure of

information may be itself an information building block in another context.

In this thesis, the DIKW hierarchy with some sort of feeritdl fuzzy borders is generally

accepted. It is also wuseful to have a wor
model O. | t thesconckptdali andéodlogibaé way thah & computerized system uses
transit from data to informatidefireed in DIKW hierardhgording to the DIKW
illustration of Figuré-2, t hi s definition is al most equal
relations.



112 Information Modelling and Relations

The defined oinformation model O exi sts [
(practically) or information management paradigm (thdlyetidais thesis considers a

number of information management paradigms to be candidates of the mentioned
oinformation model uni ficationbo. Since the
main issue in an information model, then the unificationnly mbout unifying how to

relate pieces of data to make information (or in a wider definition, to relate simpler pieces

of information to make more complex ones).

It i's noticeable that the term orelationo
Theory in a setheory mathematical cont§g] meaning a collection of related records of

data, likeatable Thi s shall not be confused with t
hereafter. This term is used in this thesis for its pure meaning, as something having
relationship, as in relatiigngs together.

It is possible to rethink some of the known information modelling paradigms, in terms of
what and how they relate together, as follows:

1. Making relations between pieces of data to make tables and relatingbtaloles to
databases.

2. Makingrelations between nodes of information by hyperlinkgilta hypertext
system.

3. Making relations between pieces of data and/or metadata in a textual-and semi
structured manner touild XML listings.

4. Making semantic relations between Web resoulnélsl the Semantic Web.
5. Making relations between cells in a fdintensional hyperspace to make ZigZag.

6. Making relations between tasks, actions and decisidnsldi@ workflow

management system.

Il n that reference, C o Givikn seéik R,ié n, 81y nottnécessatilyedistinct) ORr iseal redation anrihése a s
n sets if it is a setwyflasach of which has its first ele@e&ritsfemoond elerog®frand so on. More concisely, R is a subset
of the Cartesian prB8dluctS2x ¢ X Sn



More details on each of the above systems will be provicleapter 1, but they have

been counted above to show the motivation of selecting these systems to be studied in this
thesis. These systems may be mostly different in terms of look aatamsplbut they

are similar iestablising some relations.

113 Qustions and Problems

When researchers from different domains of the information management community get
together in conference bars, one of the main topics of debate that almost always comes up
shortly after the "my system is better than your systemrsatiove is the "your system is

really the same as my system" conversation. For example, people who work on ZigZag are
often told, in no uncertain terms, that ZigZag is "merely" a different take on the Semantic

Web or that it is XML in heavy disguise.

Although many of the major paradigms of the information management superficially look

to be very different, on a deeper level they do have a lot in cortimagrare addressing

many of the same issues, and utilising many of the same techniques to dolko. They a
divide information into independent pieces of data (a set of nodes) and they all associate
these nodes with each ot helri fka sstertucotfurleion |

thesis.

The simpleshodelink structure is the binary model, wheré &é&o nodes can be simply
connected by means of a link. However, a limitation of the binary model is its inability to
express the purpose of a link, either for human or for machines. This is not essential for
the technical implementation, as evidencetheoywumber of systems that offer links
without any indication of their purpose (the Web being a prime example), but the purpose
of the link, its reason for being and its semantic implications are howhere represented in
the binary model. Knowing that twoggi@f information are connectadthout knowing

by which mean they are connect®dy not be enough to transit between data to
information, and from information to knowledge in DIKW hierarchy (séctidn This

will be explained more in chaf2ZeAsan example, without any indication of why a link
should be followed in a hypertext system, a user could easily waste time exploring
irrelevant links. Iextremise or she might even give up on the hypertext and go to a

search engine for a more rapidvango his or her needs.

There are many information management paradigms such as ZigZag and the Semantic

Web which incorporate an awareness of o0the
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more likely to fit into DIKW hierarchy. It will be shown in arehthat more enriched

links (with typing, semantic elements, etc.) can produce more kromdetiesk systems.

A logical successor to the binary model is to use a ternary appvbach the relations

consist of not just the two linked nodes but altird node, which represetite link

between them. The ternary version of the-hoklestructure, which is developed in this
thesis, is exemplified by a link that connects three arbitrary nodes in an ordered manner.
So, a link originates from a nodisges through another node and is terminated in a third
node. This ternary approach is not new, but it has not previously been used in this way to
unify the fundamentals of different paradigms in the information management community.
A known special caseduch a nodiink structure is the directed labelled graph, whereby a
separated node of information is demoted to a label and is used just for describing a binary

link. An obvious difference is that a label can no longer be involved in any other link.

Asa summary, the focused problems are:

1. Some information paradigms have limitations to completely fit into DIKW

hierarchy.

2. Many cases of isolating an information system paradigm fronexidibesause

of ignoring their commonalities.

And the main questioase:

1. Is there any generalized information model that firstly can satisfy DIKW and
secondly the studied different modelling paradigms are considered to be special

cases of that?

2. Finding that model, can some new solutions be found to communicate between

the studied information systems in their information modelling level?

3. Knowing that different paradigms are special cases of the found model; can some
new information management paradigm be thought to be directly based on it,

particularly using the mosttioé found model?

By an analogy to the unified force th¢®8jthat physicians are developing, the above

three questions may have some equivalents like: 1) Can a unified force be found that



gravity, electromagnetic and atomic particle forces are special cases of that? 2) Can those
three fundamentdbrces be interchangeable; and 3) Can some new physical system be
thought th-fbruoseésdthatt bdbX?

12 Aims
According to the explained approach in the previous section, the aims of this thesis are:

1. To find a unified angble information modeédidferestudiemformation management

systems

2. To investigate how the found information model can be used to bridge over some

information management systems.

3. To investigate the potential of the found model in making new pamadigons and/or in
management systems, that may not be known or formalized before.

13 Objectives
For achieving the aims mentioned in the previous section, the objectives are considered to
be:

1. A topdown study methadave a unifying approach in studying thedelairks

in a knowledge management context. The studied related works are:
a The Relational Databases
b. The Semstructured Databases and XML
c. Hypestructurelinks
d. The Semantic Web
e ZigZag
f. Workflow Definition Models

Themainreason for selecting the above tetlatednodelds their similamt
in fittingto a noddink structure (as explained in sectidr®. They are all the

commonly used paradigmstire hypertext and information management



communities The modeldevelopedin this thesis does not rely on the
specifications of the above six approaghesvever it will be shown that it
definesan abstract modethich underpinghe above paradigmend indeed
any other nodénk structure approach in information management.

During this related work study, different thoughts, advantages and

di sadvantages wil |l be studibdseddgeth
rethinking. Al so tohre emd md e ptn 6o fwi & k n dovel
investigate each paradigm inits poteéntal be wused as a Oknowl
medi ao. Particularly, in studying the

hyperlinks to build knowledggented hypertext will be reviewed.

2. FormingheTRM: To define and formulate the found fundamental madtiea
0OTernary Relations Model 6 or OTRM6 in t|
the studied information models. It will also be considered that the targeted
information model is not known from the beginning and also it may or may not be
generalized ia wider context than the studied systems. TRM will be defined as
static and dynamic versions and for each one a formal description will be provided.

The definition of TRM shall be both very simple and very general to be able to be
a useful unification. Meover, a layered approach will be proposed to explain how
TRM fits in with other related works.

3. A bottorap study metfA@dintroduce three new information management tread

on top of TRM, as follows:
0 A New Schemaless Database Paradigm
o0 A New HypertexaMgation Model
o A New Workflow Definition Model

The TRM in this part I s considered to
kité and this group of objectives is d
to build new paradigms and systems. For eacbf dhe above, it will be

shown how TRM can partly or wholly be used to build new systems.



For the first thread, the problems of associating strict schema in structured and
semistructured databases and the imposed limitations to handife real
informaton will be studied, then by using the TRM formulation, two nsethod
of using tables or XML to build databases without any associated schema will
be demonstrated. A TRM specific query language will be also proposed

together with its implementations in SQd ¥Query.

For the second thread, TRM is considered to be an extension to binary
navigational model s, i n which the conc
to oternary |l inkso6. Through demonstr at
how ternary links nabe used to enrich or adapt hypertext systems. Also the
similarities and differences between the Ternary Relations Model and RDF

data model used in the Semantic Web will be discussed.

For the third thread, workflow definition model is considered todwe area

to apply TRM theorto, especially by considering dynamic aduotduaitional
properties of TRM. Also a demonstration of a workflow system developed on
top of TRM will be provided.

14  Structure of the Thesis

According to the three objectives mentiandte previous section, chapter 2 is the place

of the topdown study method, chapter 3 is the place of forming TRM and chapters 4 to 7
are the places for the bottam study method

During the bottorrup studychapter 4 develops the New Schemaless Batiimdel,
chapter 5 develomsNew Hypertext Navigation Model and chapter 6 devalblesv
Workflow Definition Model. Finally chapter 7 uses the idea of chapter 6 in a system

development case study.

The dscussion in chapter 8 reviews the TRM develomndrractice in an integrated
method to reach the final conclusion about the rationale of the TRM and to overview the

possible future works.



15 Contributions

The contribution of this research can be listed as follows:

1. Extraction and formalization dfiee TRM as asubstantial information model,
providing a tool to define interconnectand analyze different information

managemetmipproaches for the first time.

2. Theapplications of TRM in hypertext navigation, by proposing a new modelling

framework for hyperlinks.

3. The applications of TRM in database theory, by introducing a new class of

schemaless databases.

4. The applications of TRM in the workflavanagement systerbg defining a new

extended framework fdefining workflows, supported fmacticabystems

Thishesis provides its main oproductd as
for information system designers and users, as categorized in thetaingvEhédse

design ideashichare mostly theoretiazdn help making new system benefiting from

the advantages of the developed information maehterfacing between existing
model and using its extra conceptual fealtiissoticeable thahe practical works

in this thesis are mostly for demonstrations purposes and must not be considered as

the final products of this thesis.
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Chapter2-

THE RELATED WORKS : LOOKING FOR A COMM ON FOUNDATION

In this chapterfive major paradigms of curreinformation managemetitinkingd the
Relational Databases, Ssimictured databases afML, the Sermntic WebZigZag and
Workflow Model8 will be reviewed aradl will bedirectedo a 0 érnary approachlt will

be shown that a special kind of nlide structure can be similarly found in those various
information management paradignysd@ng san attemptwill be maddo answer the

guestion obwhether we are indeed all talking about thefsad@mental structube

21 The Relational Databases

Today the relational databases are the most common way of using computers to store and
retrieve information. e relational databases are based on a mathematical model
introduced by Codd ih970[58] Fromthat timetill now, the relational databaseild
practicallyintegrate or overlay the existaggproaches about how information can be

st or ed iTablescconaidh df mes@nd columns, whighisant ri nsi cal |y
hence inflexible, Cartesian structNexerthelesshé paradignof the relational databases
providesone ofthe mostknown and consistentethod ofdata managemerithe main
components in the theory of the relational dasfadsd6, 58 re:

1- Relations (a set imiterlinked tablg¢sind a set of Constrains applied on them.

2- Normalization A formal method aboutow to optimally design tablasd their
linksin order to meet integrity constrains and to avoid reduhdaetyjls can be

found in many database textbooks lik&lig)
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3- A sublanguage or algebre (provide the necessary language féorraal
approactto store, modify and retrieve information)

Formally, a relational database has a schema, intwhigbecifiedhow the tables are
designed and interconnected. dh&ébaseschems are expresseding a format like
r(a,b) ,.c,d,eyherer is the name ahetable (also calledlatiornia the context othe

relational databases) and other letters show the column names.

Linking the tables in aptimal way is what makes the relational datalstsssive from

any other database system. This is called ¢
database systethat does not support should be considereds nonrelational

Il nterestingly, Codd uses tshseematicefunctionaity o navi
for l i nki ng There isve large diffemebnde énsmplemendation complexity

between tabular systems, in which the programmer does his own navigation, and relational
systems, in which the system does the navigationnipi.d1, the syste provides
automati c[57havigationéd

211 The Common Challenges

The first challenging issue about the relational databams back to the fundamental
characteristic of tables, which are a rigid structure or rows and columns. They are good
when one precisely knows whichadields are required for expressing a piece of
information, but not the best choice for dealing with the irregularitheadghamic

propertieof the realife information.

A certain set of data fielts tablesmay not be adequate fexpressingnuch reallife
information. To overcome this problem, two approaches megdb&he first approach

is to design as many tablesezessary, each with a different data field design to fit a group
of information, and finally to link these tabfessthe numbeof necessary information
structurs increases the realife casesthe tables converge to simpler strustusging

less data fields, and the number of tables ircrBlasextremaoint of this approach is

the binary decomposition, where the databiaseeing normalised downroemerous
binary tablesThi s pr oc e s s, inawy ldécampositigsalse kndbwn asfé 0 b
normal form is theoreticallypossiblebut practically difficult to manadeecausehe
resources of a database management syiitée highly allocated to manage numerous

links between numerous tables rather tigiimy allocatetb data storage and retrieval
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tasks. As theesondapproachone may want to keep the number of tables limited, so
he/she may design them in a maximahodefpredicting all possible data fields in single
tables). The=xtrempoint of this approach is ending up wahfew butlarge non
normalizecand nonrelationatables whicltonsequently increasing tedundancies and
nullvalues.

For several decadasy small change in schema desigidl have beeaseriougproblem

for database developers, especially for working database Bistenss can stop the
dynamic and irregular aspextshe clientrequirements, so the mentiordblemcan
always happefhis may imply deep changeswoeking system with all the risks of data
or efficiency loss. Thi#ems to be a bdiitt problem of relational databessomething

that completely comes back to the rigid nature of database tables.

Null values are alsoather challenging matter in RDBs. Nulls may cause ambiguity
becausgéhey neitheexpress anything when a piece of data is expextegecify which
ofthepossi bl e cases have haBpdefinidodarecorddn k nown o6
a tuple in RDB tminology) is a complete piece of information in the context of the
container tabl e structure. Either t he nul
0 u n k n, atupte&ontaining a null valbandles an imperfect piece of knowledge and

thus cannot be aple by definition.

Although normalization can provide a method of avoiding null values when it is expected

to happen, buto database designer can guarantee the availability of all required fields in

the decomposethblesat data entry timbecaus® u mkvMn 6 or onot hingd cz«
happen in the real lif&lso normalising down to a set of binary pairs may produce a
numerous number of joined relations which may be impractical to naaage why

fields of RDB tableare-by defaukreadyto accept nuivaluesxcept for the ondagged

as or elfigpoeineedsdoccompletely avoid null values, he or she will again end up with

a binary decomposition version of the database.

Alsoonul | valueso are not oval ueslackofbut s ome
value). By this view, a null is naturally-oe&The questiothenw i | | be -0can a
data sit in a tuplé? tuple is defined in RDB theay a set of tagged datal notagged
metadata.Thus ametadata in a tuple cannot theoreticiilifl the information ga@and

the answeto that questiors negative.
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Different approaches to the null values in RDB community has been taken in order to fit

the null values in the RDB theory, either by changing the interpretation ofvhieesyll

or by slight changes thie RDB theoryCodd himself extended his RDB theory to include
ounknownoé vahichease exestithgogsien thetemeal worl
[55] A main problem of this approachviolating the Set Thepwyhich is the basis for

RDB theorySimply, if a nullag defined imnknown interpretation) is a member of a set,

then igthat set equal to itseffhe answer is not a definite yes because that null value is not

a static membeA newer version of this approach is building RDB theory based on a
fuzzyset theory in order to estimate null values, liKG&Oh Another approach is
interpretinegisemgclklos aass Ohen pr toldéabhgqhwiths agair
oinformation i nPQ® aOB]Nwl tvadueseaseseden ihterjreted asrthe

combned valueo f 0 un k n oewni sotre nrfg&jo rl i-ikmefooirmat i ond i
[202] These approaches are still suffering from the mentioned problem of mixing data and
metadata An in-depth metalata approach to the missing/incomplete information (of any
interpretation) has been studied1i3] Also Date and Darwen {62] provide ideas

against null values and Darwel®igproposes how to practically avoid them in databases.

From the point of view of this research, it
the null valuesan finallyfit in the RDB theornyinstead, it iimportant to knovaboutthe
presence of such research challenges and why it is preferred to avoid the null values in the

information model provided in this thesis.

212 An Example

The example shown here is a simple bibliography database including some journal articles.
This example willdbreused in the rest of this thesis on various occasions. Here after
explaining the example, the mammalized and normalized versions of implementing it in

the relational databases will be shown.

The database includes some journal articles; eachastsdene authors, a title, a journal
name and a year of publication. For each article, the number of authors can be 0 to many,
and the other fields are necessarily skgkexample with three articleshewn inTable

2-1 (thenon-normalized form)
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Table2-1: The sample database,-nonmalized form

Title Author Journal Year
EnterpriséVide Workflow C. Bussler | IEEE Concurrency 1999
Management

On the Evaluation dVorkflow S. Choenni | Journal of Informatiof 2003
Systems in Business Processes R. Bakker | Systems Evaluation
Searching for-Business Performanc Null Journal of Informatiof 2006
Measurement Systems Systems Evaluation

The two problems of the narormalizd form can be obseed asredundancies (like the

repeated name of journal) and null values (like the author name). Atiem#tization

processthe tablesbelowareproducedUsing the unique identifier fields, the normalized

form avoids redundancy amdl problems.

Table2-2: The sample database, normalized ifodtables

ArticlelID | Title JournallD | Year
ArticleID1 | EnterpriseWide Workflow Management JournallD1| 1999
ArticlelD2 | On the Evaluation of Wdillkw Systems in Busing JournallD2 | 2003
Processes
ArticlelD3 | Searching for-Business Performance Measurer JournallD2 | 2006
Systems
ArticleID AuthorID
AuthorID Author
ArticlelID1 | AuthoriD1
AuthorID1 C. Bussler
: ArticleID2 | AuthoriD2a
AuthoriD2a | S. Choenni
ArticlelD2 | AuthorID2b
AuthoriD2b | R. Bakker
JournallD Journal
JournallD1 IEEE Concurrency
JournallD2 | Journal of Information Systems Evaluation

-15-



213 The Relational Datab&Sesnary Approach
There are two possible waf/ternary approachestte relational databases.

First, a tablean be consideredaset of finite triples: (row number, cell content, column
name).The constrains representing thks also are triples of (table name, joining field,
table nameAlthough this approach hasmmuch redundanciby repeating row number
and column name for each piece of, dattt is theoreticallgnougho show that a table

is built on a ternary notlek structure

The second approach is motivatedibprydecomposition rulgs5} As shown in the
exampletiis proved that a relational database can be decomposed to a set of finite linked
tables, each with two columns. Having this, the entire database is convertible to triples of
(first cell contenttable name, second cell content). Again, although this is not practically
useful tofully decomposea database¢he theory is enough ftire target of thisesearch

This will be reexplained formally after definthg TRM in sectio.1.1

2.2 SemitStructured Databases and XML

The gener alsttraurch uafe do sdleamiabasesod refers to
avoid the fundamentadgularityof tables (described in sectioh.). They also have been

call ed o0Schemalce s o n[dpPHowkERet, bhdoterms wery difficult

to define, because what it isisatlearer thawhat it is.

When merging databases from different origins started to become unavoidable in the
recent ten years, especially wheieeb f aci | it ated t hat i ntegr
structuredo6 was referring to some solutior
management. When XMwasintroducedin 1998by W3C it soon becam#he most

common way to expressfi or mat i ot n wncnaoneé&OEldiThe obvious

advantage #t makes it common is its wide acceptance as a standard of data exchange on

the Web thanks tahe textual basis of the language and the easinesspojdessing.

The XMLO6s simplicity, together with its re
to make it a global standard, and also to be surroundedmiyising number of XML

based standards and languages, such axNRDFXML-Schema, XHML, etc. XML

also showed itsther major characteristic: There is no separated description of the
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structure;& . XML describes its coaé¢eathadlsongd nal |
beenused for XML101]

In RDB tables, the meaning of data (or ndeta) is expressed in the schema (tables
design), so a piece of data is interpreted by knowing its location in a certain row, a certain
columns of a certain table. The good side of this is that if the tables are designed optimally,
the space required five database is optimally low, becaussctiema is stored once and

serialized data can be mappedtiechema easily.

In usingthe semistructured approaches, the data is destyhmiked and repeated meta
datawhich hasac o s t of i ncreasing st o-datagienows pace.
changed tsomed j oi nt 6 o0 n etbelabeked graplkes>asemgmeansf the

semistructurediata, in which labels carry rrédta and nodes carry data.

The waste ofhe storage space is a dside of XML which is usually ignored thanks to
the menory technologieddost of the XML features are common with sstractured
data concepts. However, XML litaown set of problems which the research on semi
structured data has not yet addressed, considered important ¢t bJvEte details of
these differences are beyond the scope of this.rieviéwg thesis XML is generally used

as a language to express the stenstured data.
In XML, a general syntax is like:

<el ement xaxtxtori but e=206
<sube |l ement é>
yyy
</sub-element>

</element>

OEIl ement s 6 -data part 9f the databasm,esither by name of the elements (also
known as otagso), or by name of the attrib
attribute values (like xxx above), or the element values (like yyy above). Elements can have
subelements with all the properties of an element, so XML is equivalent to a tree of
hierarchical elements. The same structure can be shown as a directeptdphdlies]

like the illustration of the above examplagare2-1. Some slightly differentategies for

this conversion lkabeen described [h75]
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element

attribute Sub-element

XXX Yyy

Figure2-1: Sample directedbelled graph for XML
representation

A XML listing is completely seléscribingFor consistency purposes usually preferred

to oOovalidated an Xhluambkaofthdelemegts dngattribgesandi n r u |
thar hierarchical interconnexsti are stored separatelisng DTD or XMLSchema

method¥ so a mechanism can be used to check the consistency and to qualify a XML

listing against the specified riN&sre details about DTDs, XMLSchemas and XML query
languages are out of the scopthig thesis and can be found the World Wide Web

Consortium websitavw.w3.orj

221 The Common Challenges

Using the termd s esntir u c toruXMk deéds to assumihe existencef both
0Ostructursestdéuandr éd o6 nthe mesttuttered aispator BEIML .
o0schemal esso) i s descaupde i o0& XMhODactserlifst i«
necessarily need an external o to beome expressive According to the

0 st r u caspact XMl chas characteristics likbierarchy; i.e. building a eref
information and putting each piece of information on some nested levels of.that tree
According toTed Nelsof s  M32]ghe existence of hierarchy idassicgbroperty of

many computer systeraggdis originated byhe papebasedook to the computesshich

may prevers computer systefrom being more extensible and scatalbe usedh the

reallife applicationsAlso, XML might be validated arfior a validated XMLan external
schema is required atite seldescriptive characteristic is no longer exists. These two
issuegan potentiallyhteaton the flexibility of the resulted ddiase systemdowever, it

is still absolutely possible to build XML with single level of hierarchy and without
validation requirement. This type of XML is what will be used in chagter storage

layer for TR, called TRMKML.
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222 An Example

Recalling the bibliographic database of se2tiof the database can be shownain
directedabelled graph ashigure2-2. It is notieable that new nodes of root and article
have been added to the databmsatisfya hierarchical design.

article

& Ly,
,&}@ ’h@ § 9(’&)&
CBussler &3 _oN\ 2006
N (Choenni™> T %
Enterprise- g@ @ :1[? =

- é Searching
Wide. .. @ 2 o
& On the Evalwr Journal of
ation of... Info Sys
Journal of
Info Sys

Figure2-2: The sample database in a dirdeteelled graph

title

The illustrated graph then can belusebuild an XML listing of the sample database, as
listed inFigure2-3.

XML supports using ID, IDREF pairs, which can be used to modify the listed XML in
order to reduce redundancies, if necessary. This &édegqjuicvchanging the graph to have
somemultrHinput nodes. In addition, sthema written in XMLScheroan be used to
validate it,alisted irFigure2-4.
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<root>

<article>
<author>C. Bussler</author>
<title>EnterpriseWide Workflow Management</title>
<journal>IEEE Concurrency</journal>
<year>1999</year>

</article>

<article>
<author>S. Choenni</author>
<author>R. Bakker</author>
<titte>On the Evaluation of Workflow Systems in Business</title>
<journal> Journal of Information Systems Evaluation</journal>
<year>2003</year>

</article>

<article>
<title>Searching for-Business Performance Measurement systems</title>
<journal> Journal of Information Systems Evaluation</journal>
<year>2006</yar>

</article>

</root>
Figure2-3: XML listing of the sample database

<?xml version="1.0" encoding="UTg?>
<xs:schema xmins:xs="http://www.w3.0rg/2001/XMLSchema">
<xs:element name="root">
<xs:complexype>
<xs:all>
<xs:.element name='tale">
<xs:complexType>
<xs:all>
<xs:element name="author" minOccurs="0" maxOccurs="unbounded"/>
<xs.element name="title"/>
<xs:element name="journal"/>
<xs:.element name="year"/>
</xs:all>
</ xs:complexType>
</xs.element>
</xs:all>
</xs:complexType>
</xs:.element>
</xs:schema>
Figure2-4: XMLSchemdéisting of the sample database
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223 XML: A Ternary Approach

XML can be thought as a sewésernary links between elements, attributes and textual
values. In an XML tree, there is a hierarchy of elements. The XML hierarchy can be
flattened to form a ternary nede structure. It imoticeableghat converting an XML

listing to a series ofrdctedlabelledgraphs is a very commoayof representing, and
storingXML information[175] The directedabelledyraph can be thougas a demoted
version of the gerarternary nodknk structure, because nodes denoting ledeisot

be reused in any other link.

|t i sndt necessary to use this | abelled
approach may be used to convert lsli. Xsting to a compte ternary nodenk structure:

Each sukelement adds a branch to this hierarchy and conaduidy contents tas
superelement So an elemeran be considerdd be an association betwésrsuper

element ands body. In thesame sense, an attribute name is an association between an
elemat and its textual (or refdaie) content3his will be described more in secfion

2.3 ZigZag

ZigZagis an information paradigm that has been gmdloy Ted Nelson over the last
decad¢l17, 131FigZag is particularly suited to representing scientific or othgoriela
information that can be difficult to model using paradigms developed for "man made"
information[121, 122]Many information mode&in particular relational databades

were developed primarily for business3ush. informatiorcan fitneatly into rows and
columns, and it is generally possible to modifpdss procedures so that the information

fits such structures. This is not always the case with information from the réadugbrld

as scientific information. It is not possible to change the structure of a protein or the path
of a river so that theit in with the information paradigms intended for other application.
However, the fluid scheress structures of ZigZag allow such structures to be modelled

easily.

In ZigZag cells are atomic information units that can be interconnected with ditexcted lin
along dimensioréswhich may have meaning or may be arbitrary. A cell cannot have more
than an originating link or terminating link along any given single dimension (i.e. one in,
one out). All cellmay exign all dimensions, although they may or raaparconnected

to anything. When a sequence of cells is connected along a particular dimension, that
structure is calledaar a iCdismay be transcluded so that they appear mrdnin
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which they may be requirdthese simple rules provide a ndiiensional space which

can be as intricate and complex as is required by the information that it refresents.
detailed data structure basedZag calledzzstructyreas been introduced by Nelson

in [129] with primitives nametcelkzlinkandzzdim

The linkedist of software engineering may be semted by a ordimensional
zzstructure and a spreadsheet by aditwensional one, although these are simple
examples. The number of dimensions is not in any way limited, and in rpeautice
dimensions areften requird for representing reabrld infomation Another important
feature is that loops may be constructed by linking two ends obaoamdthing that is

not possible in a spreadsheet, or many other information structures.

A great advantage sifich an informatiomodelling is that a zzstrua has no schema
and so the information can be "grown" easily without the difficsttyctural change, as
opposed tahe relational database. Adding new dimensions, cells, and connecting cells
along dimensions are the only functionalities that atednte grow the information
space. Moreoverzstructures are built usiZigZag itself 8 dimensions, links and

transclusions being themselves staseells in the system.

Nelson's vision afigZagincludes a user interface as well as an informatieh[ 28]

However, it is possible to abstractuber mterfacdrom the information model, as will be

shown in sectioB.3 The multidimensional zzstructure may be viewed in either a two or
thee dimensional space, using a variety of visualisation techniquesr ey uhen

traverse this space by moving a cursor along X, y and sometimes z axes which may
represent any of the dimensions of the underlying zzstructure. In order to make
zzstructures independent of any external description framZwdikg itself is loilt

almost entirely of selescriptive zzstructur@sn a "turtles all the way down" philosophy

0 as quoted by Stephen Hawkif@dg For example, dimension names are stored in cells

of a particular ranfcalled d.dind)adding a new dimension is simply a question of adding

a new cell to that rank.

There are various implementationsZigiZag which provide ifferent approaches to
visualisation. The best knmownplementatioms GZZ [110] which has interchangeable
modular "viewsd each of these determining how two or threesdeeted dimensions

are rendered in a psetiid interface.
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The way that the mutfimensional zzstructure can be viewed as a two dimensional space
(like on the monitor screet¢pends on how the user selects visual x and y dimensions.
The user can traversetieen cells in that space by moviogrsaglong x and y visual
dimensions. Also there are different possible ways of mapping zzstructure in a two
dimensional space. All of these functionalities has been realized by desgifaggaG
Javebased zzsicture platfornjl10]

231 Theviain Challenges

Transclusion (called cloning 4rgZag is an important and challenging property of
zzstructure. This allows a single cell to appeamy number of different ranks. It is
obvious fromzZigZagdefinition that a single cell can be involved in various links along
various dimensions, and there is no need to define it repd&iediyestion is how to
differentiate between each existefigesingle cell in different ranks? There should be a
mechanism to individually refer to each of those existences. Also there should be a
mechanism to visualize a single cell participating in two different ranks if both are being
visualized in a two dimémsal space. Because of these reasons, zzstructure allows defining
a zzcell once, and usecitmas different positions. Clones represent the main zzcell with

all of its associated data, but with different referériwe cloned zzcells are differeisc

in zzstructure, and they are connected to each other along a special dimersicoroalled

The main cell is positioned at the head of such a resulted rank. Clones appear in the
zzstructure as though they are separate cells, although theléyisrdgtoae cell being

represented in many different contexts.

There are twotherchallenging issues in data manipulatidigifag both about how to

map information o#igZagtopological principles.

The first issue is the main restrictioZigZagon having a single righand and a single
left-hand cell along a single dimension, which consequently makes the use of transclusion
necessaryigZaghas no mechanism for a establishing direeioemany relationships,

so that relationship must be brokea twumber of onto-one relationships to the cloned

cells, which has its own disadvantage of resaaiste Alternativelyt h e -0elh e a d
mechani s mé c a well mechanisneadrank df aells ts mtarpreted ag@ one

many relationship betwethe first cell (head) as one side, and the rest of cells as the other
side of the relationship. This is the same mechanism that has been used in zzstructure to
relate a cell to all of itboes along a dimension calledode. The disadvantage of head
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cd | mechanism i s that it is based on a o0co

changing the order of cells along a dimension (except for the head cell) has a deep
topological meaning on data, but has no meaning in establishingoaname
relatonship in headell mechanism. Other similar alternatives are also possible, like
making a rank of all related cells from rsaie/and linking the osale cell tdhe head

of that rank along a second dimension. This has also the same disadvantaigeignd amb

as the headell mechanism.

To address the mentioned problem of-tor@any relationship idigZag a detailed
discussion has been provided in AppeBidbhe main ideia that appendiss to keep the
freedom of data manipulationdigZag while no entering the Cartesian environment of
the relational database, and still have the choice of establishing diceataoge
relationships. The proposed solution consisB&gdfag elements plus another concept

which is called Macgells. The result i®tongeiZigZag

The second issue is the ambiguity of Hagfiagelements. There is a constant rieed
additional information or constitutions in order to understand the real meaning of a
topologyin ZigZag The mentioned ambiguity of using kesldnechanism to express
oneto-many relationship is an example. More generally, if A, B anor@iaiga rank,

the meaning of the relationship between A and B is not always same for B and C. Only a
subset of dimensions can have clear meaning when joirertanawo cells, depending

on the concept of linking. For instance, the dimensohaggan not be used to link more

than two cells, while the dimensiord somay accept more. The other ambiguity is the
meaning of a reverse linkZigZag Even te meaning of direct link is not always clear.

For example, while the dimensiordaorcan implicitly express the meaningl.Gither

there is no mechanism to relate these two reverse m&aead other.

232 An Example

Recalling the bibliographic databaf sectior2.1.2 the illustration of that database in
ZigZagwill be provided herdlustrating a zzstructure on paper is difficult be2agigag

is intrinsically mullimensional and does not sit welhilie two dimensions of paper.
Howeverusing the same visualization techniques as used ifiGZ22-5 showshow

that databasmight berepresented in zzstructukere, three articles are linked as a rank

alorg the d.article dimension. Each article has a title linked to it along the d.title dimension.
There is no need for cloning here, because each title is unique and each article only has one
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title. Each article is linked to each author along the d.authesidméut where there is

more than one author the article is cloned (there is still only one article, but it is
represented in the context of each author). When an article is cloned it is linked in a rank
along the d.clone dimension. The journal in whehrticle is published is linked to each

article along the d.journal dimension, being cloned as necessary. Each journal is unique
(there is only one "Journal of Info Sys"), but each journal publishes many articles, so in this
zzstructure the journal ispresented in the context of each paper, and again linked in a

rank along d.clone.

It is important to imagine all of tBeor 3 dimensionaiews as differefoks ona same
space. Alsodtause cloning needs a separate dimension (ditlbas) alwaysebn
selected as-dimension(clones are shown by dotted liné%)r consistency, two

dimensional views are used if no cloning was necessary.

d.title

Q@

o

£

- Enterprise-

On the Evalu=
ation of...
Searching
d.journal d.year
L]

o
%
d.article
d.article

et
AN

Journal of
Info Sys

4 Journal of %,
“w.Info Sys .~

Figure2-5: The sample database in Zzstructure
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233 ZigZagA Ternar Approach

Dimensions are the key elemen&gZagthat are utilised to express and aggregate links
between nodesThus the structure has high informational strength, and associative
meanings are significant. Since linkgigdag are meaningless withagecifying the
dimensionZigZagmay be easily expressed in terms of ternary relationships: A zzstructure
may be reduced to a set of triples. Each triple consists of an originating cell, a dimension,
and a terminating cell. All cells and dimensionsmeudbé defined in these terms. Thus a

link in a zzstructure is set of three nodes: thedeé#t, a dimension and the rigbtle.

Using this approach, it is possible to provide a formal definid@zafas follows:

ZigZags a triple of (C,D,Z) where:

C: Set of all cells

D: Set of all dimensions

ZEC:3 D3 C

For each (x1,d1lyD , (x2,d2,y2) Z
If x1=x2 and d1=d2 then y1=y2
If yl=y2 andll=d2 then x1=x2

The last two line of this definition guarantees the unigueness of linking cells along a single
dimension. The first condition checks any two triples, to see whether tlikg $ave
originating cell and the same dimensionif aagthen the terminating cell must also be

the same. Similarly, the second condition checks any two triples, to see whether they have
the same terminating cell and same dimension, in which case the originating cell must then
be same. Since there are no repeatatbers in a set like Z, being same in three elements

means that two triples are in fact one single triple.

Zzstructure allows us to have an integrated approach to dimensions, because they are in
fact stored in cells. By this view, if cells in zzstru@uareepresent dimensions, then the

above definition can be changed to:

Zzstructure iparof (C, Z) where:

C: Set of all zzcells

ZE C

For each (x1,d1lyD , (x2,d2,y2) Z
If x1=x2 and d1=d2 then y1=y2
If yl=y2 and d1=d2 then x1=x2
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This is not the first attempt to define zzstructure in formal terms. McGuffin €8] in
and[117]have used various approaches to define zzstructure usingrigraed, list
oriented and spaceiented techniques. The ternary definition of zzstructuteagieten
provided abee is sebriented,compared to the grajmiented definition provideih
[116]

There are other issues about this ternary approatigZag paradigm that must be
studied after definitge TRM. These issues will be stddiesectior.

2.4 Hypertext Models andNavigation

An almost universal feature of different definitions of hypertext is tHimaawity of

structurg21] Thenonlinearcharacteristiof both reading and writing hypertextvasa

part o f Nel s on ql8, 180] i Various adéfinitidne Dfi hgpertext ara

reviewed if20] and the one used her@ian i nterconnected struct
provide Alon near i t y i n Anotleeadkfinitiogp tha camh bewhelpful inrihg 6

direction of this thesissHy pert ext i s the authoring and
rel ati onshi ps [8n0his gleailyrdéfioes hypertéxtoimtbatex dfe s . 0
noder el ati onship structures. I n this thesis,

considered tde interchangeable e cause the type of medi a (te

make any difference in relating them together in the contasttoésis

When the interconnectivity of information is consti¢iike in hypertext systemsjles
are the separated and abstracted pieces of information that can be interconnected in order
to express another pi ec e stextoffthe TRM, aswithizet i on .

described in secti@], a relation is itself a node.

In the context of hypertext systems, the working definition of link is also similar to that
described ifOlasadt r i gger plus the retrieinghis acti on
thesis a link is considered to bgehtext feature which provides the functional use of the

interconnection.

The associative meaniofa link,or simply theassociatiasdefined heréo denotedany
implicit or explicit relationship between two nodes of informdafibis may or may not

denote semantics, depending upon the context.
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According tothe mentionedlefintion of hypertextnode and link, hypertext has the
potentialof expressing knowledge through a AodestructureThis structure has been
modelled from several aspebesausehypertexisystems hawgo humanand technical
sides,each one havingithoring and reading ssd®eviewing the developed hypertext
models is oubf the scope of this thesisstead some of the developiadking methods

are studied in this sectiavhich may or may not be a part of a general hypertext model.

Although the link structure looks clear in meaning, it is interesting to know that there is still

no generablink moded for hypertexsystemswhich is an information model to manage
linksasmenti oned by Carole Gobl e [B8hAlsbhshe keynot
considershe main missing part sficha link modeto bealink navigation modeivhich

models the way users navigate between nodes of inforAatmmding tathe definition

of hypertexused abovehisnavigatiormodel shakasea nonlinear reading and writing

through a nodénk structure Also becausehypertextis defined to bepotentiallya

knowledge system,welmodelled navigation shall provide a good medieafferring

knowledgeébetween authors and readlersugh navigation

In the rest of this sectiohetconceptof Knowledggented Hypenteilt be explainedn
sectior2.4.1Thenin sectios 2.4.2t0 2.4.50merelatecapproache® hypertext linksill
be studied, varying from impligibdellingof 6 a s s o cto expligit @mes Finally in
section2.4.6the studied relatedorks areeviewedagainfrom anew point of view in

order to justifyt in the main direction of the thesis.

24.1 Knowled@eentedypertext

Based on the provided definitionhypertextand knowledge, laypertextsystemhas a

potential of being a knowledge transfer system, bbgpasexand knowledge are both

based on a nodelationship structure. Hetiee termo K n o woreerteglleypertext

s y s t ie defind as those that are designed to provide an optimum knewisasfer

while being traversed. Most studies of such systems have focused either upon the use of
hypertextfunctionalities to build a knowledge system, or through the incorporation of
knowledge system characteristics into an estalbligiertext In this thesis, these two

areas are not considered to be separate, but are instead realized as a single system.

If the link structure is a key place for accommodating knowleuggertext then the
meanings of association between the source and destina#ion loik have tHaghest

importance in knowledgegientation. This is because without clear associative meaning in
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navigation, discerning the intention of the author, extracting what information items the
system contains and determining how they areatedrputs far too much interpretation

responsiltity, and hence cognitive lagzbn the end us¢t34]

Thus knowledgeriented navigation is not onlyncerned with accommodating traversal

of the links but also with the discovery of associgtidh&nother interesting approach

comes froml7lwher e o0l inks do not express meaning
through their navigation. It is not in he links themsebut by navigating through the

l'inks that the meaning of the Iinks become:

of a set of links when navigated by the user forms the knowledge transfer environment.

Some other works such[d6jlu s e t he t eHypertegdl nftoerl Itihgee nsta me c o
but it is avoided in thithesisbecause of the definition of knowledge used herein.
Knowledgeoriented hypertextcan still have all thpropertiesof the other types of
hypertextsystem (can be caliebrmatiamientduypertgxif it is not intended to be used

as a knowledge carrier. Another alternative term is Knobdesdgklypertextin [17]

which isbone that is able to explicitly represent and actively maniputatadinécs of its

informational contents

In order to reach a knowledg@entedhypertext many approaches have been taken by
researchers, varying from overlaying solutions to fundamental model changes. Arents and
Bogaerts ifl6] count two distinctive groups of approaches. In the first, knowledge is
expressed within thgpertexnetwork itself; and in the second knowledge is expressed on

top of thehypertexinetwork, as a separate layer. They mention that theynofjmirks

lie within the first group, indicating that this is due to the similarity and potential of basic
hypertexinodel elements to be utilised in knowledge systems. However, the second group
offers greater promise in integrating knowledgehyertet systems. They provide a
hypertexdesign model called ModléhpViewPraxis or MMVP architecture to support

this idearfiore details in secti@¥.3. A related twdayer approach integrates hypertext

into the design of a knowledgased environment, as exemplified by JANBSIn

which the construction tasks of #ystem are supported by graphs, and argumentation is
supported by a hypertext system. Nevertheless, the above separated approaches have many
overlapping features: for example, the addition of knowilddge the standard extant

links of ahypertexsysem (exemplified if#4, 89)] acts as an overlying logical layer, while

still utilising an establishegpetextnetwork.
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24.2 Links witiNo odmplicit Asociation

Puttingassociatiomplicitlyin content or even using no associatistthe most common
approach to hypertext linking, as exemplified by H[LERpn the World Wide Web

Thus in order to effectively navigate a link, a conceptual understatidinglationship

must be mai nt ai [L&H This can beHaeilitated gy thé ISTMImanchaor

text, by the mental model associated to a graphical icon, or even by a previous experience
of the user iWeb navigatiorthus according to the definition of the knowlexiganted

hypertext, HTML links show less claritytii@ association than expected.

Spatial Hypertex167]is an intermediate solution where the association is implicit in link
structure visualization (i.e. a spatial view illustrates an instant logic of relationships between
the nodes). Indeed, any overall strateggganizing links, such as organizing them into a

hierarchy, is also likely to help the user to effectively visualize the system.

In WebML (Web Modelling Languadép] a set of descriptive model, an Xbdsed

language and graphical notatisdsveloped for conceptual designing aspettts \bfeb

pages. The WebML descriptive hypertext model includes semadsigy Composition,

Navigation, Presentation aRdrsonalization. In the Navigation-suixel, the links are
defined as nonavon tt e/yptersalodf (owhen t hey connect
node) and whendhe toateodf theadestnatibn node of the link depends on

the contexbf the souce node). This categorisation is almost referring to the presence or
absence of what i s c¢ aWdbMLdsdevedopedon designingi on 6 i n
the Websites (and specially for knowledge systems on thg@3yeabd thus may not be

used for othenonWeb hypermedia sysns. In terms of links, it is limited to the Web

style of linking and may not be used for dynamic links modelling. The association in this
model is an embedded and implicit elemehed¥ebML links.

Theimplicit associations (or no association) appsalcbve do have potential problems.
Firstly,It is possible, indeed quite likely, that in many cases the resulting hypertext does not
engender the same conceptual model on the part of the reader that was intended by the
author[125] Furthermore, in most cases these kind of links are more suitable for free
navigation of information rather than efficient knowledge gsrposemantic retrieval of
content106]
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243 RankPrometLinks

In the objectayerof manyclassicahyperteximodels, links arsecond class objects (as
eitherin theolder models likBexter Mode[92] or in the recent ones like Hypermedia
General Metanodel[168) or dependant objects (likesome of the representations in the
Binary Relation Model of links[19). However thereexist completely contrasting
approaches, where the rank of link objects is promoted either by their primacy over nodes
or alternatively by handling nodesd links as equank objects. Two related approaches

will be studied here.

In order to emphasiskéd structure ohypertextsystems, the philosophy aStructural
Computing has been introduced[B85, 136]where the links are considered as first class
objects in basic design and relatiossigpthe atomic building blocksisTiesimilar to
seeing a graph as etigsed rather than nedased. Moreover, lypertextsystem is
considered as just a special case of this general philoshypbgrtétimplementation
based on the Structural ComputsnigHM (Information UnitHypetextModel)[127]

There is also another approach towargsgr adi ng a | ink&és order fr
object In the ModeMapView-Praxis (MMVP)17] explicit knowledge manipulation for

both nodes and links is emphasized. The idea behind seeing nodes and links as equal rank
objects is that in MMVP, nodes an#ld are two abstract objects in lower layers that must

be instantiated for representation using the upper layers. A link has a navigational
behaviour which can be usedgamesimilar places, and not simply as a reference to the

source and destination hars. Nodes and links are not explicitly stored in the lowest

(Model) layer of the architecture, but are implicitly extractedhanfiormation units

andtheinformation semantics in that layer.

244 Typedinks

One commonality in variobgperteximodels (ke in[91, 155] is the view that a link has

at least two essential data fields: soainc destination. Having only these two fields
cannot express any kind of intrinsic knowledge, since there is no inclusion of meaning for
the relationship between the source and the destination, and this is analogous to a sentence
without a verb. The enhiment of links by semantic meanings has been called as semantic
linking by some authof$6, 106, 126, 167hdeed, the existence of semantically typed

links has been counted as one of the main evaluation factors in navigational model design
of hypertexsystem$54] an infrastructural componentthird-orderhypertexsystems
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[17]and as a new added featurettee fourth generation dfyperext systems [32]
Enriching the nodes and links by semargicaso knowrio be the underlyingstep
towards converting the World Wide Web to dMorld Wide Knowledge Weélio
provide semantfdtering/visualization aheWeb pagsfrom different perspectivgtl]

Adding an explicit type attribute to the link feature can explicitly contain the link
association, or the way two or more nodes are [[eleiche added link type is metadata

to describe or enhance the usefulness off&#gtaAlso link typing researches are not
always directed to providing semantis liakd they can be for descriptive or more general
purposes. In the following paragraphs, some related issues and works on link typing will be
studied.

HTML 3.2[182]and lateversionssupport generic type linking: CLASS, REL and REV
attributes of <A> and <LINK> tags have been gesd in order to handle link types.
Unfortunately this has been rarely used and mibst kliown Webrowsers ignore them

[32, 40]It is noticeable that they have been used by stylesheets to change the look of the
Web pages, diametrically opposed to their original intértisrfacility can help users
and computers to understand variousclirt&gorization®itherin terms of theisemantic

or other purposesREL and REV attributes are used in -dirbctional mamer for
navigational sequencing of web pages, creating structural hierarchy within vaebl pages,
for some special purposegh aslefiningauthor, copyright, etc. REL and REV accept
predefined values but CLASS attribute astegat text for further deription ofthe link

[32]

Whether or not Web browsers can use theittdllT ML link typing for presentation, and

whether or not these types are for semantic purposes, HTML link types have their own
advantages to help Web searcfiwes search engines or Web agents) when HTML
sources of Web pages are processed independently. This process can help finding related
Web resources more easily and intelligently. As an additional advantage, some other
processes can uge link types to malyze and rantkke Web pages based on incoming

links from the other Web pages. A more detailed study about these kindsclof sea
methods has been domeg[153] The disadvantages of HTML link typing in supporting
knowledgerientation include nesemantic provisional design, the lack of standard
presentational support by browsers and finally limited types for bidirectional semantics.
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Also a explicit and formal manner of relationship, naMethlevel linksas been

proposed in[172]to addresshe problem of informality in usual HTML links. The

meaning of a linkhas beeradded as a type attribute to the link data model. An
implementation of this ideaWIS [172] which has the following othedvantages over

conventional websites:diectional linking, different views based upon filtering of the

link types, intelligent searching based on relationship types, provision of a platform for
implementing workflow systems, and distributed and ogfetecture. As an example, a

link type can behielxdpd ewlsiedh acamplae ensed f o

based on o0siblingod.

A similar approach is used by Oikakkonen, in which link types and link keywords

have been purposed to addressha@nomportant probleniany complain they do not know

where a link will take tfiethP Byknowing the link typeaseramayhave aetterway of

knowing the target prior to navigation. Such links have been narokdiaisin [141]

with some i mprovement on the systemds effic
the user in addition to better information organization, and benefits in collaborgive des

Although OinagKukkonenhas no suggestion on how to implemertt 8oks, a similar
implementation has been describg@idB]in which a link can have multiple destinations,

distinctive by several link types and the user selects one of the link tymesn&om

appearing pepp menus beforelink activation.

Another approach has been taken inTiedis Modef hypertexi169. This model is

based orPetrnet(a widely known workflow analyzing schermpained in sectidhl.),

and tries to benefit from the exigt@nalyzing algorithms which hbgen developed on

Petrines In this model, the fact thattransitionbject intermediates each tplaceina

Petrinet, is mapped into the fact that a link intermediates two nodes of infornth@on in
hypertextsystera Also thefiringprocessof Petrinets which transmit®kendetween

places is mapped into navigation which transmits control between documents. Link typing
can take place by this analogy, because links have as many attributes as transitions,
including type. The model is not a design model, but a functional niggertext and

this type attribute has only instant browsing meanings, which may or may not have

associative meanirjg$, 17Q]

Another approdt is RMM (Relationship Management Methodol¢g9P] which is a
framework for object orientat hypertextdesign. Although in its underlying data model
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(RMDM) an entityrelationship (ER) diagram deals with user navigatiohypertext

rather than its design, RMDM differentiates between navigational and associative links.

The links in the R diagam are meaningfully labelled for both types of links in the

context oftheobj ect ori entati on. For exampl e, a |
name can be | abelled as oO0taught by 6. I n t}
themselves benk anchors inside the documents, i.e. at the end of a page which contains

the specification of the course. In this view, the links have explicit meanings, but are not

extracted from the information nodes.

245 Links inOpemypertextpproaches

The termyp®Optterxt 6 has been firstprgectused i n
[144] The opennessainly referstother ee access of different

S e r \aewelbas documents, each application can integdateumentinking services

into their standard functionalities. Thiem researchers iretturiversity of Southampton,

haveworked on vaous aspects dfiedo Op e n  Hy pladebmre eéxeraplifying the

ideaby developing Microcosm Link Serfé& 79, 93, 186, 187]

In Microcosmf he user reacts wit h ysdocumentdspldyisgver s 6 v
application. The heart of Microcosm is a document control system which controls the
passage of onmesisawges®, bkt wklkrases and of il te
thenblock or charg the messadpefore passing it oRor example if a link source in a

document is selected by the user, the message of requesting the destination may be passed

to the linkbase through the filters and be responded by another message.

In the open approaches to hypertext, links are logkegdlyout of the content®f

documentsin someo | i nk dat abases 6[63pbUsingslinkivgsdcan o1 i nk b
provide more flexibility in managing the link strudtoreexamplg he o0l i nkbasesod
updated, computedddedor adapted independently from the con@stwvell as utilizing
someautomatic linking algorithnf83] Also various linkbases attachable to a single
documentanda linkbase can serve different docusnérdlso has the benefit of more

efficient handling of large and numerous docuroenipared to the embeddetks-or

closedapproaches.

In terms ofthe link structure, @naging links in some separated linkbases, allows us to

haveas many explicit modelliegemerg as necessary for each link, regardless of the
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contents that the link is going to appear in. Thus the open hypertext appnagch

provideopportunities for applying explicit association elements to the hyperlinks.

In the methods of addingompued links and automatic linking, automatic processes
attempt to enrich the informational structure by constructing new links. This approach is
very much related to the building of a knowledgated hypertext because the
automated embellishments of thractire harness external sources of knowledge (e.g. in
[20). However, this method may not change the lmétstal model and trelded links

may still have implicit meanings to the u€®msequentlya lack of direct knowledge

transfer from the author to the reaahary still exist

Also h COHSE (Conceptual Open Hypertext Servidd) 89] conceptual metadata

about hypertext documents is used to adecqgmmputed links to the pexisting
navigational links. Theligenerator uses several software modules to recognize potential
anchor points such as ontology services, other external linkbases, RDF repositories of the
Semantic Web, @omeexplicit metadata descriptions inside the documents, such as the
<META> tag of HTML. COHSE can convert a set of conceptugilinked documents

like normal web pages to another set of linked documents. A particular useful application
of this appears when a single document can be enriched by several types of knowledge,

each foaspeific group of readers.

Another approach is takenBigber if29, 30py introducinddHE (Dynamic Hypertext

Engine) as a method of automatic links addition to hypertext, based on the analysis of
existing relational databases. These databases are actually sources of suppogiéve knowled
and the created links are enrichments of hypertext by those knowledge sources. The
applied analyzing algorithm (RNA: Relationship Navigation Analysis) is based on the

internaloinsof therelationatlatabase

There have been many other descriptioagdihg computed linkge.g{12, 31, 51, 203,
204), all of which attempt to add computed knowlsdpportechypelinks ovethepre

existingones

Also FOHM (Fundamental Open Hypertext Modé4, 119wasproposed as a single
framework for modelling interoperability between sewpeal hypertextstandards.
Because of t he gener al ihasybeea fincorpotatedas at h e

modelling element. Tiset ofassociations is defined by the Cartesian product of three sets
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of binding vectaation tymesistructural tygeslation typésitselfCartesian product of a

set ofnameasnd a set dieatures spadds the later is a set of all possible pmips that

must be defined in each binding of an association. The relation type has no direct
involvement in semantic linking, as it has more functional involvement, distinguishing

betweerifferent behaviours when the link is traversed.

Another method taise the Web infrastructure as an open hypermedia system is XLink.
XLink is the W3C recommended methodrtcorporatdinks in XML document 85]

XLink are special elements within XML documents that can represent unidirectional links
between two other XML elemenits. addition to the siple ongo-one links, XLink
supportoextended links in which elements can be related int@neany or manyo-

many manneit is noticeable that XLink does not itself produce hyperlinks but uses
elements of a special namespace (XLink namespacdyta redder application about

the existencef somelinks. So it is absolutely due to the reader application how to react to
the XLink elements in an XML documefitink has been consideredaasiethod to use

the Web infrastructure as an open hypertebensy®s/ greater abstraction of links from
nodeq15, 106]By using XLink,aeh link can have more structured attributes for linkage.
The attributes ahe links which are defined neither in the source nor in the destination,
areagood opportunity to store the liskmantic and/otypes.The mainlinking element

in XLink is<bind>whi ch has attributes incl.Thding ofr

last two are where the associative elements of a link can be stored.

However, ithe time of writing this thesid.ink 1.0 (2001) was the only finalized version

of XLink recommended by3& and one of the matarrentissuesvith XLink is the lack

of implementation support by the Web browsers. Only the recent versions of Mozila
Firefox and Netscape have a very |l imited s

browser supplioke.t s o0extendedd

Also Frei and Stieger if80] havedefinel a hypertext link to be consisting of four
components<t, i, s, d>wheret is the link type, is a set of link attributesandd are

source and destination node of the tirknot itself a semantic type of the link, but rather

a flag that specifies whether the link is of type referential or semantic or at most
distinguishes several subtypeseafantic links. They mention ttie intention is to restrict

ourselves to a few link types so that their semantics may be understood,fathyitog authors and use
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clear that this | ink typing r el pseobtheon t he
links.

24.6 Hypertext Link&:Ternary Approach

After reviewing the relatelaypertext linking approaches is observable thahe

Oassoci at i o baen cerisigerae in segerallways, @ither implicitly or explicitly.

As a summary, the waytthat he oOassociationdéd has been mo
follows:

1. Association implicit in striwteee clear illustration of structure can transfer an
understanding of the meaning of each link (as in Spatial Hyp&next

2. Association implichénsourted@Vhere observation tife hyperlinkogethemwith
thehel p of r e admayexmessnie meaaing ofikksl(iké We b 6 s
usual links)172]or even when some separated link anchors in the source node
express the association (kMM [100).

3. Association explicit in strMé¢hanes the storage of a link includes some information
about its meaning (like in XLifi6).

4. Association explicitiirenode¥Vhere the association may be explicitly stored in a
separated node. Newof the studied related workan beexplicitly categorized
under this categorilowever, ta Structural Computing is the nearest one to the
case of oOassociation explicit in other
to the concept of thetructural computng nspi red from N¢grnber
[136}.

Implicit methods of link associations have the significant advantages of simplicity and no

storage overhead, but are less desirablghifeoperspective of knowleeg@entation, as

1ln structural computing, the information t eiudtigalt o be sto
atons 6 bumdihave been introduc@das the first class objects. Data elements of each bundle includeralset of
and a set of adjacent bundles per each end. This can be partially illustrated by looking at an edge of a graph as the main
object which has some ends (nodes), and thedued are its adjacent through its ends. The resulted model (called
EAD: Elucidate; Analogize; abDeleté allows bundles with more than two ends, which is impossible to illustrate in
normal graphs. Instead, Nurnberg propose an alternative bipartiia gdaiph the nodes are of two types A and B
and the edges can only |link nodes o fnodiefsf earnedn tE AtDydpse se.n dTst
B-nodes. Then a real bundle in EAD is in fact two adjacent edges (ABA or BAB) of this gragifferghen
adjacency selection means having multiple emglanditiend nature of the bundles in structural computing is
implemented by triples of (end, bundle, end) or (bundle, end,.lAmdlepnclusion, twemded bundle are following
a binary approbavhile ternary bundles are following a ternary approach.
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they rely heavily on the readerod6s ment al
structure, they are stored in the form of metadata about each link. However, this
information is not necessarily transferred t he user 6s mind through
the advantage of this type of linking lies more in the efficiency of search methods and
information retrieval that it offers. Sometimes link attributes are used for other purposes
rather than associativeanings (as in FOHM19), and they are usually too restrictive in

size to store a complete associative meaning/descriptidmlafBy contrastexplicit
associations in the source nodevanee suitabléor knowledge transfer and for directing

the userds mind, al t hasstgihgther exglicithpia structuret b e
for intelligent information retriealirposes Furthermorgthe anchors are often too short

to express full associative meanings (or if this is not the case then the readability of the
source document is likely to be impaired).

If associations are stored explicitly in a third node, then thaghas information
overhead for each link, in comparison with all of the other methods described. However,

there are a number of distinct advantages to this approach.

Associations stored explicitly in third nodes can express the available inforougition ab
the link to the greatest possible extent, because all such information is consistently stored
in other nodes. This method promotes associations from being attributes to full
navigational information, because in this approach, the association heeebafsic
elements of a link, with the same rank (sitting alongside source and destination). The
cattribut@ view to the link associations has caused their exclusion from incorporation into
various navigational moddE9( 20). Lastly, this methaglipportsthe openness of the
hypertextsystems (where openness is dekagdker in sectio.4.5 because ihcludes
management of many link specifications outside of the link structure. As such, a link
structure in the resulting ephypertexisystem has only pointers to the rdalnmation
concerning the links atioese informational items themselves also being stored as nodes.

This is hence a higher abstraction of nodes and structure.

It is now observable that a complete limkravigation model shall moted associative
element as explicitly as possibéssociation is expligimodelledn a third node, then all
of the necessary information about the link is stored in that node, ratBentbahere
in the source or ithe destination.
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25 BRM: Binary Relations Model

Afundamentavor Kk on navi gat i o mwarkontheBinary Relatorgs i s
Modellinggo r 0 BnRRIS,Q]BRM can cover all of the possible binary navigation in a
formal methodAlthoughthe BRMis a nodel forhypertextand thus itould be covered
under sectio.4 because dfs special importance as a formal predecesshefoRM it

has been studigadlividuallyin this chapteAlthoughthe BRMhas ben introduced in the
context ofhypertextit maybe studied in a wider context as an information nitied
introducinghe BRMin sectior2.5.1 it will be reviewed byternarybasedook in section

2.5.2

251 BRMLink Model

The BRM[19, 20]s a way of enumerating all the possible ways of implementing link types
in a hypertext system. It begins by identifying the salient features of binary relations from a
hypertext poinbf view. This hypertext sensibility influenced the necessity of considering
different representations, since the pure mathematical models of binary relations were not
subject to realorld problems. For example, thaatility of the underlying set ofreénts

in a relation, which in a hypertext and Web context, are manifested in implementation
difficulties such as broken or disoriented links, and link completeness. The BRM abstracted
out of realworld hypertext systems basic differences in the undinliogeation and
maintenance processes, which are described in terms of the different representations
withinthe BRM

The BRM formulates all the possible ways of implementing link types in a hypertext
system, by considering purely the navigation madlébcaises on general representation

of binary relations regardless of their applisationsualization
The key features of the BRM anelpointisiksandrelations

1- Anendpoiig any addressaltaingd.

2- Alinkis a connection from an endpoinatether endpoint.

3- A (binary)elatioR is a subset & (the Cartesian product 8fipon itself) while
the model spac®is the set of all endpoints.
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Thenthe BRM considers how relations are comprised, determining that there are three

features:

1- The soer segi el e ment s whi ch occur on t he |l ef t

elements;
2- The destinatiodset e ment s on the right of the rele

3- The incidengesarking wldh of the sources is connectedadated to which of

the destinaiins.

Alsoit also considers how relations are utilised, primarily from a hypertext viewpoint, but
with more general applicability. It does
guestionsAny arbitrary endpointnay becharacterized bthe followng four main

navigational questions:

1- Source Existelscittis nodg the source of any link?
$x*I R

2- Destination Identificatibiere can | go from this node?
{yl S|y} R}

3- Destination Existdsdiis nodeyf the destination of any link?
$¢y)l R

4- Source ldentificatitvat nodes are linked to this node?

{yl s|xy} R}
Questions 1 and 2 represent l'inking in th
represent l' i nking in the oObackwwmybded direc

modelledThe answers to dsefour questions determine the various states of thefsets
static or dynamic endpoints that are required to model the possible implementations of
hypertexsystems. These states are
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1- Enumeratidrthe explicit naming of all participating elements;

2- Predicatet he ofilteringdé of Iyingssememdenshipm a | ar

selection test; and
3- Expressidma calculation (parameterised or not) that returns a set of elements.

An example of the enumeration state is a fixed set of journal titles on a webpage, which
each one is a link source to its contentexample of theredicate case is a function that
determinesvhetheror notthe current user has access to the content of the .jouthak

case, the link set membership is definedpbgdicative function arttie journal title is

not a link unlesthatf unct i on rThaeexamplesof tihetExpressidn case is when

a functiondetermines the destination of the link, e.g. the journal title can be a link to the
abstract or to the full t e e mainddiéfgreece di ng o
between the Predicate and the Expression case is that the Predicate is a logical qualifying

function, and the Expression is a function having a hypertext node as the output.

The predicateandexg s si on st at es araedthe tommuiarcimdifl ed O c o
can be implemented in two different modescamguted or dynamically compuitd,

22] For precomputed links, the link anchor in the source document is clearly specified

after all the necessary computations, but in dynamically computed ling#ilihe cfl

each node to be source or destination, is computedtimeuon usér request (like nen

advertised links that are being advertised by hovering the mouse over them). This is
reflected in the remaining questions that can be askedpoésmtagion in the BRM,

namely:

1- Link Existence: Is there a link between these two elements?

2

Source enumeration: What are all the possible sources of this set of links?

3- Destination enumeration: What are all the possible destinations of this set of links?

4- Link emumeration: What are all the links in this set?

The first of these is not a true navigation question because the identification of both source
and destination endpoints is already known, the only question being asked is whether there

is a corresponding paif entry and exit points between them, i.e. "can one go from here
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to there?". The last three are not navigation questions involving decisions about if and
where one can go from a given endpoint, but rather are queries about the whole set of
links, whose esul ts are independent of the reader:
Precomputation of all relation incidences (links) is the application of either a predicate or

expression to calculate all the participants in any of the three consstoéatreddtion.

Having establishedow the definedsets form the relatignand how these may be
represented, then a comprehensive enumeration of the representations fotaelagons
definedby considering all the possible combinations of possiliditithe sets making up

a relationTo define that enumeration, one mustaggoarticular attention to how these
representations occur time realworld hypertext systems. Theseweald observations

support many of the theoretical observationsy im@ng motivated by the challenges of
maintaining valid hypertext links (equivalent to relation incidences) in a highly changeable
information collection, such as the Web. This is a key limitation of those representations
that use enumeration for any lbohtheir constituent sets, and the various representations

of the BRM are discussed in terms of their ability to answer the navigational questions in a

volatile and potentially infinite information collection.

One of the interesting possibilities thad may construct gedicadgpressiommedpE
hereafterin which the source is nominated for being an endpoint by a computation (the
nonadvertised link source) then another computation takes the source and resolves the
destination (either in poenputed or dynamic fashion, as describd@0n22] This

state, which iglsocalledd Fu n c t i o is a ¢enelalizatiknofdall kinds of linkken

BRM

In section5.8§ more study on the pEstate and th&unctianal Links will be doneafter
introducingthe TRMand the TRM-NAV. This will alsoconsidera Turing Completeness
approach téthe BRMandthe TRM(sectiorb.8.

252 The BRMA Ternary Approach

According tothe BRM siew,vthe semantiof the links areirrelevant to the relation
model. The model is not affectedvidyyany two endpoints are linked together, as its
purpose is solely to charactehniaethey are linkedRM excludes the link semas(and

more generallgssociations) from being a navigational property of a link and leaves them
as attributesAlso t has been reviewed that in knowlemgated navigation, users need

to master the meaning of their navigational actions. Let us consider hypepernt
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system with two different knowledge contexts (i.e. the associations are in two different
domains). It is possible that two nodes are connected together in both contexts, but
through different associations. Unlike their endpoint similarity, these twoveks ha
significant difference when navigated in two knowledge domains.

In thecontext ofkknowledgeriened hypertexthe importance of associations isgi@at

to be ignored whetharacterizing a link. In addition, associations aoalgaittached to
anavigatioraction butalso mayave functional role. For example, a user may select an
association choiedterselecting a link source. Then the destination is dependent not only
on the link source, but also on the selected association. It can beeddheludh
knowledge orientation view bgpertext some of thevhg can be realized hew in

navigational modelling.

Furthermore, there are some aredypertextsystems, in which navigational behaviour

can not be covered completelytiiiyy BRM It is predictable that these areas are where
knowledge expressiveness is highlighted and/or when the structure of the system has more
importance. Thémitationsof the BRMin covering such fieldsebecause there is no
independent characteristic for any oglaticidence ithe BRM[19]

Workflow Management Systems (described in s@cfioare examples of when pure
binarylinks are not able to serve user tasksnformatiorsystem Considering tasks of
workflow as nodes diypertextand its transactions as links, it is possible to build a
workflow system over laypertextsystem. The resulting workflow system Hasertext
characteristics because it contains not only information about the definition of a process,
but also provides ndimear navigation between its nodes. The navigation between nodes
of aworkflow is the abill of system to guide the user to go from one node to another
depending on their decision freomeoffered choices. In this case, each navigaépn
consists of three parameters: source, decision and destination. Thisbadsetsion

navigation has threavigation elements, whichrmeatbe modelled bhe BRM

In the process of decision making, the user selects which type of processing they want to
do on the currentvork caseUsually the decisions are scdeggendent, i.e. the user
selects their demsa from a list of available choices, which are either predefined or
computable to be available on the source node. However, there are possible source

independent (or enumerated) decisions, like suspension or jump.
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Likewise, in the process of destinasielection, the user and/or system determine the
possible destination node(s). The destination can be more than one node, like distribution
of a task amongst-aharged users. If the user selects a sdepeadent decision the
system determines the destms (computed), otherwise the user selects the destination

explicitly (enumerated).

Zigzag is another example of these BRM limitations, when BRM cannot model a cell

dimensiorcell link of ZigZag.

The abovassuesanshow arequirenent forthe extensio of the BRM. Thigxtension
needs to take association into account as an independent node of infBecatiste
BRM maybe vieweckither as an abstract information mode laypertextnavigation
modelit may readily be extended to provide the &Rdh abstract information mo@el

chapteB) and a navigation model ¢imapter5).

2.6 The Semantic Wekand RDF

Many of the documents introducing the Semantic Webfrata this point that the

current Web is designed to be hunemdable, so why not make it compigtadable?

And the motivation for this question is being expressed as scenarios telling about users
who wish todo some specific logical quebasno saofiware agent or search engine can
satisfy therfil4, 2527] [142]

The basic idea is that the Semantic Web is not a new web, but an extension to it, by adding
logical tags tde web objects, so the information isamstructed in a machireadable

manner. This makée web objects responsible for logical queries which consaifnem

web agents or search engines, thewéfeis searchable not only by its row contents, but

ako by its semantic interconnectif#®8 The Semantic Web aims to build wavide

network of computereadable semantics, instead of being hreadabld142] It is
interesting to know that the Semantic Web has been named as a hypertext, a
knowledgebase and a datalaslifferent work89]

Figure6-2 shows the multayer architecture of the Semantic WWebURI layer provides

a global standard for referring totladl Web objects uniquelyhe XML layer provides

syntax, obasic language for describing information in all the upper layers. XML Query
and XML Schema provide mechanisms to validate and access data written in XML. RDF

(and RDF Schema) provides a data model (or language, or framework) for dlescribing
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Web resoue s . It is used to write descriptive
other resources, in the form of resoymopertyvalue triplesThe Ontology layer

provides more mechanisms to logically enrichd@Séribed data. OWL is the standard

language w&d in the ordlogy layer of the Semantic WRBF and OWL will betsdied

more in the next sectipfrinally, the upper layers of the Semantic Web providéAimore
mechanisms to make the web resources semantically reasonable, and the results of those

reasoimg reliable.

Rules/Query

Figure2-6: Multilayered architecture of the Semantic Web
(from wikipedh.org)

26.1 RDF and OWL

Amongthelayers of the Semantic Web, RDF and OWL are the core layers that make basic
statements about resources. Since RDF uses triples for making such statamdgs, it
focused in this thesislthough the Semantic Web is uguadhsidered to be a subject in

the context of hypertext but RDF can be studied in a wider context and be compared with
the information model developed in this thésithis section, RDF and OWL elements

will be briefly introduced.

The RDF framework inatles two sets of elements: RDF itself and RDF Schema (RDFS).
Because of the potenti al ambiguity, when t
first set; ot her wise it means RDF as a fre
RDF elements are:

1 RDF/RDFS/OWL specifications are directly obtained from three standard XML files which have been recommended
by W3C to be used as namespace of RDF documents. They are located on these addrespesebsite:
http://www.w3.0rg/1999/02/22rdf-syntaxns http://www.w3.0rg/2000/01/rdfschema and
http://www.w3.0rg/2002/07/owl
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a Typse(used for instantiating a class)

b) Properti@ssed for instantiating a property)

¢) Reificatisrfhow to write statements about statements)

d) Containgffsow to build statement about multiple resources).
A general RDF statement has the following look in XML:

<rdf : Description rdf:about=6thisSubjectod>
<thisPredicate>thisObject</thisPredicate>

</rdf:Description>

It is also noticeable that XML is only an option for describing RDF Model. There are other
alternative syntaxes, lik@nples[154]and Notatior3 (N3)[24] The idea of explaining
and storing statements as triples is the common approach in all of those languages.

RDF Schma (RDFS) provides some relations and logics to describe concepts, which RDF
can use as predefined structures. It is important to notice that unlike XML Schema, RDFS
is not used for validatirag;y RDF listing, but it is usddr adding more functionality to

RDF as well gsrovidinga namespader that An XML listing that contains information
modelled in RDF has two namespaces: RDF elements and RDFS. RDF elements are used
for basic concepts (like types and properties) and RDFS for extended concefits (mostly

an objecbriented framework, as follows).

A summary of RDFS names and meanings are:
a) Classé¢some resources can be instantiated or be used for inheritance)
b) Resousc@ class of everything).

c) Special properties lilBubClass@hd SubProperty©fbuid hierarchical tree of

classes and properties
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d) Another properties for restriction and validation of RDF statementioriiieen
andrangef properties

€) Some other descriptive property about resourcepiikaeandseeAlghow to
describe resources ifreetext formats)

f) Special classes likteral DatatypendContainés be used in RDF

OWL isa languagaboutexplainindogical relations between resources introduced in RDF
elements and RDFS. OWL can be used to validate or logically restrigt&Déntst. It

can be considered as an extension to RDFS in a higher logical layem@Wés are

a Equivalence or difference of resources, using propertiesglikelentClass
equivalentPropsatpeAdisjointWitlifferentFrom

b) Boolean class coinktions, using properties likmionQfintersection@fd
complementOf

c) Logical properties of properties, lik&€ransitivePropertgymetricProperty
FunctionalProperty

d) Property inversion usimgyerseOf

€) More restrictive mechanisms usmgPropertha¥alue allValuesFrem a n d

cardinality using properties likenCardinalitpaxCardinality

The above summary of RDF and OWL will be used in s&ctitmcompare the TRM
with the RDF, after a TRM definitiorpi®vided in the next chapter.

26.2 The Main Challenges

One of theearlypromises made fadhe Semantic Web is building a global distributed
knowledge badd15] However, there are some pragmatic difficulties for applying the
Semantic Web for suelglobal scope, partially because of dyramaracteristiasf the

global knowledge antthe strictness of the Semantic Wiebdealing with human
conceptual mode]$15] Two main challenging issaesthe ability of the Semantic Web

to be useavith all possible retfe knowledge requirements, @sdbility to do thaata

global scalg4, 112, 115QIso because a single RDF triple is about relating two resources
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by a property, thesremanyunanswereduestions about how to use RDF to express n
ary relationpl81]

From thesystenengineering point of view, two core challenges on the Semantic Web are:

1) Reengineerinthetask of semantic enrichment for buildingnek of metalata: How

this can be done ahighspeed and loawostmanne?2) Maintaining and adopting such a

web, especially considering the dynaaticreof the knowledge: Which knowledge

acquisition methods and macHeaning techniques can be employ&d@ 3) perhaps

the hardest problem to smdédyvewhen tthlee 09eman t
deals with a multitude of ontgleq14]

Also there are not fixed answers to the questions like: How arbadsbie fact must be
written as machimeadable? Who must do thEt2hat he author of the webpage

some tools? If it is a tool, hawstable it can bede all humameadable information is
convertible to machirreadableWhile humans are flexible in rules and reasoning, how

canmachines behage? How to deal with fuzzy rulg¢$2]

The aboveissuesnvae about the Semantic Web as a whole, and somespeoific
challenges about RDF will be studied in se&ffoh

2.6.3 The Semantic ebernary Approach

A similar ternary approach to the Semantic Web clarifies that RDF, as the basic data model
of the Semantic Webses three URIs to build a relagodthe upper layers like OWL

use the built ternary relations to accomplish higher degrees of infarrodetimg By

this look, RDF andonsequently the Semantic Web hayreat potential to be covered by

a more gneral ternary information model. This will be discussed more inSséction

2.7 Workflow Definition Models

The subject of this section is primarily a different field of systems than the previous
sections, but witla deeper look, it algmssesseanother form of nodknk structure

which makes it a related work to the subject of this thiesisnain related works on

workflow modelling will be reviewed in chapter 6.

Workflow systems technoloigya growing branabf IT systems that attraastensive
researchin recent yearsMany of theresearchesre about unifying the standards,

modellingand strengtheninghe theoreticalbackgrounds. The position of workflow
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technology now is similar to the positiothelaa b as e management system
when different people were developing different management systems with different
standards and no unified theory could suppasetivork$3].

Processes and workflows have been modelled in several ways and using several notations.
The theoretical studies on various modelling types of processelp danlchng better

process management systems, which can consequently help to automate the processes
more efficiently, especially in business/industrial processes automation, office automation
and ecommerce systems. Some of the benefits of using soofatedt systems are
improvement in speed, quality, reliability and flexibaity

2.7.1 Basidorkflow€oncepts

Workflow is the sequence of actions or steps used in a process which is usually run by
more than one involved parties and uses many different refiigt&sach multiple

task operation for doing a single goal must have a workflow. Workflows amdeusedlly

from set of operation rules. In complex workflows, some process engineers usually convert
these rules or policies to processes, and then a wasidtem can handle this process by

using computers. Computerizing wothef |l ows d
workflowtasks (even if this is possible), but using computer systems to know who must do

what,and when it must be done.

There are many \ahtages and benefits for using automated workflows for business
processes, such as improvement in transparency and efficiency, better process control,
management, customer service and responsibility, more flexibility to process changes, and
establishing gperless and rdbased office environmenig2, 52, 68]Examples are

applications enterprise office automaf@8} ecommerceg71] elearning[60] and in

general service industry like finance, insurandd,56étc164]in the field of knowledge

systems, workflows e | p bui-dadieng® &mwiwé ed g ere ighlyage ment
combired with concepts of knowledge, especially in representation and solution processes

[82, 124]

A Workflow management system (WFMS) is computer support for the design and
execution of processg@6] dealing witlboth defiing and executing workflop7] It

can completely define, manage and execute workflows whosesfaretionen by a
computer representation of the workflow logic, or a sstetaol for defining and
controlling a workflow. The Wor#l Management Coalition (WFM[@P5]is the
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leading body in the workfloeommunity anchas a standard workflow management
reference model as showrFigure2-7. Flexible workfiw models are those with clear
boundaries between workflow definition and other parts of the model (Interface 1 in the
Figure2-7). Other parts can be consideredamseengines to be driven thye workflow
definiion.

Workflow management systems have some characteristics in common with systems
classified as 0knowWhoslddgemanagemanyideasecamdoe sy st e m:

added into workflow management for better worknnatknowledge organizat{83]

WFMS can actively @alinate work processes, manage any condition that can be
expressed logically, manage both expected and unexpected conditions and be run on one
or more workflow engines. It should have a high level of Interaction with participants, and
where required, shidunvoke the use of IT tools and applications.

Process
Definition

Interface 1

Workflow API and Interchange

Workflow
Engine(s)
P .

Interface 2 Interface 3

v

Administration &
Monitoring Tools

Workflow
Engine(s)

i,

Interface 5
-~y
Interface 4
v

Waorkflow Invoked
Client Applications
Application

Figure2-7 : WFMC reference model for workflow management
[195]

272 Workflow ModésTernary Approach

The rationale behiral ternanapproacto workflow modellings thata workflowhas a

ternary nodelink structure, both in defining and ianning modes. The atoms of
information in a workflow are some static states that the workflow cases can
accommodateghodes or boxes) in addition to some links between nodes that cases use to
move between nodes (relations or arcs). The arcs are carrying the meaning of a case move,

so they must be described (by labels or more comprehensively by othefaraales).
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singlecase movement in a workflow, one musiwbea e of t hr eebhewé@ ment s:

and o0too. These three el ements ngereral t he

ternary approacMore details of this approach will be explained in cléapter

2.8 Ternary Approach to Other Related Fields

There is a general concept of having three basic elements for knowledge atoms in some
other fields of information technology. Even in-fofields like in linguistics, this

concep is evidenced by-8xpressions [84] T-expressions has been introduced as
<subjectrelation object> triples and all expressions of a knowtmigainin this theory

mustbe modelled so. &ensé is stored in knowledgebase &xfression and other facts

of a tense arbeing storeds itsohistoryp. The Fexpresen representation is tgsive

and alsdl-expressions can be object or subject of anotbgpréssion through some

recursive mechanisfg]

Also the Directed Graph§2] particularlywhen used aa knowledge management
methods(like in[124), are expressed &snary relatigliiee in[33) when aredge a
directed graph is aple of(source, label, destinaticgi¢afs a couple aihode, valusiter
definingthe TRMin the next chapter, it will be clear that a directed graph can be rewrite in
the TRM The difference between the TRM and this schema is that labelendred
differentclasses asbjects while the TRM treats them in a same way. It is then noticeable
t hat the term (odedas it ifonther drectedegtaj@d is mared
applicable to th€RM than the directed graph. Thibesause unlikbe directed graphs,

three same things are related together iFRhE

2.9 Using the Commonality for Interconnection

The studied facts about finding a possible common yeaparoach to the related works
mayshow newor hidden aspects interonnectivity between those ar€as example, a
direct mapping from FOHM (and not any arbitrary open hypertext model) to RDF is

possible[87]because both are thielement metadata languages.
In this section, some of such interconnectivities will be shown as a number of case studies.

29.1 The Interconnexttioorkflow, Knowleddéypedext
The case dfiypertexbased workflow management systems is an example of knowledge
management withypertexf82] and can be studied as awledgeorientedhypertext

Workflow managemesystems (WFMS) are close topics to both knowledge systems and
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hypertext The workflow beappliedto manage a corporate or individual knowledge,
problem solution process or business pr¢82k3 his will be more clear by noticing that:

1) Workflows have a ndinear nature in task processing and in performing processes; and
2) Knowkdge systems, together with business pro@ssttemain areas of workflow
applicationg149] The triangle of suppor@vrelations between these three areas is

illustrated irFigure2-8

Navigation/Presentation
Modelling Tools

Workflow > Hypermedia

Hypermedia-supported WFMS

Knowledge

Figure2-8: Relationbetweerworkflow,hypertexand knowledge systems

29.2 Workflow InteractiosKvibwledge Systems

Workflow Management Coalitigho5] defines workflow management @aforkflow
management consists of the automation of business procedures or workflows during
which documents, information or tasks are passed from one participant to another in a way
that is goerned by rules or procedureslso P a t r [A4¥]liddirstion on knowledge
management i8Getting the right knowledge to the right people at the right time so they
can make the best decisioBy mixingthesetwo definitions, workflow amagemeris

shown to be able tact as a tool for knowledge management. This has been shown in
detail by Garnemark j82] when he describes how integrating knowledge management
techniques with workflow systems can support knowledge collection, storing and sharing.
As an example, the knowledge of recognizing a chemical solwtigmdtasiural nature

which can be collected, transferred or presented by workflow systems. Noticing that
workflows are directed graphs, Colli¢s%shows how a directed graph can reprasent

specifieknowledge.
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293 Workflow InteractionsHyplerie¢ Systems

Whenstudying some interactions of workflows \nitpertextsystemstwo groups of
approaches are observable: workflows to help hypertext madeltipgertexto realize
workflow system. These will be studied in the follawmmgubsections

2931 WorkflostoSuppbHypertext

There are some related works in applying workflow concepts in designing and modelling of
hypertexsystemsThetermo f 0 Wod rkif M e@rw Hy p e inttoducetagotheh as b e en
hypertext interfaces that permit the executfosctivities and embody constraints that
drive t he na[tll]gMamaandand Abflul Kareeendristi&how that the
workflow nature ohypertextwhen being presented and navigated can be seen as a
process, illustrated bymeflow diagrams and modliby workflowand Petrnets. This

idea is a motivation point for some othesearcherto bridge between these two
domains: Stotts and Furuta if81, 169, 17Ghke it to build Trellis model bpertext

based on Petniets. Vivekanandan and De RourglB0] show that operhypertext

systems as a set can be modelled with workflow principles for providing better services.
However, the resulted workflow is more automatic and less humarCaivemin[59]

shows how directed gregocan be a navigational structurbypirtextsystems in their
provided system callddhothl. Brambilla in[36] has integrates the BPMN graphical
notations of workflow with WebML notations in order to apply the workflow technology

totheconceptul desi gn ofwesitae organi zati onds

As a recent hyper PrecesboriemeoMbdel of Hpertext @5has oac h, ¢
a processentric approach to the hypertext conceptual modelling, instead afathe d

centric approaches (like WebML, se@idrf). As a result, the procesgented hypertext

i ncorporates S 0 me el ement s from the wor Kf
ogroupsao, 0 c a s ate the hgperext moaalingi thei ptocesssentdd |

model, he conceptual design of a hypertext application is divided into hypertext design,

data design and process design. Then in the process design, the orientation and
configuration of hypertext nodesll help to realize the workflow patterns which are

controlling the whole hypertext system.

2932 HypertexbSupports Workfow
Thereis arother group of therelated works in employitnypertextenvironments to
support workflow systems. Ashman[df] suggests that because links can order the
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processing units of a large process, they can be used to generatemant&ioBhieas

also courdd the recording of corporate knowledge as one of the usaggsedéxt

systems, which is recording the navigation steps of an expert while solving a problem and
saving this navigation history as a workflow for futurie osder to fill the gap between

experts and invoices. In WIE'2] which is &ypertextsystem and employs Metalevel

Links (section2.4.4 in its link structurethe navigation structure is intentionally designed

to support practical workflows. The provided example in that work shows how such a

design can support a workflow system to define a recruitment process.

I n addition to theorisdeé&dnHypen tteeiteviolde d &IP®d oL
subsecti on, t ke iteenrt e dbadhbegasea ssed to tefer to a class of

hypertext deployed to implement workflow management systgr83. im this view,

hypertext is used as a design platform that can be used to develop information systems,

particularly for WFMSs.

294 The InterconnectitigZdg@ndHypertext

Ted Nelson says: 0Zzstructure 1is lnket hyper
('t ke the common hypertext for ma29Forby itsel
some othey, ZigZagis a paradigm ohypertex{122] One obvious point is thtitey are

both based othe nodelink structure. That is why it is generally acceptedigzdgis a

hyperstructuire which data structures are utilised to model both organizational and
presentational aspectshypertexinodes and linkgL17] Also navigational behaviour is

obviously involved in both organizational and presentational aspgpertafksystems.
Thus,ZigZagcan be an underlying structure for several aspects of a knovidedge

hyperext including the navigational model. This means that in Byplergextsystem,

nodes are cells of a zzstructure, links are links of that zzstructure, and finally associations of
links are dimensions of that zzstructure. It is then cleahehBRMcanot cover the

third element and as it will be shown, zzstructure linkbase can nat hingey

implementation.

295 The Interconnection of Databaissagnd

As will be explained in sect®8 it is possible tdesign &igZaginformation system on
top of the databaséayer.AppendixA contairs thedetails of &igZagdata navigation
system designedingthe relational databasetadata layer
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29.6 The Interconnection of Databases and Workflows
Chapter7 includes the details of development of a workflow management system on top

of a databases layer.

2.9.7 The Interconnection of Databldgps raext

DHE [29, 30]described in secti@¥.5 was an example lmfildinghypertextinks over a
relational database. Moreover, databasdsypaedextsystem can have other forms of
supporting to each other, which DHE is only an example of those appidgobeext
canalsobe used as a user interface to retriemenafion of databasgx8, 80, 14@jnd n

terms of usabilitythis kind of user interface for a database system is more efficient than

the traditional tabular approacfie]

29.8 The Interconnection of Databases, Dikéicia@daphs

There are methods of building relational dsg¢abfsom both directed graphs and XML

[33, 77, 78by several mapping methofliso databases is counted as one of alternative
ways of XML storage strategieflifb] A review on those works simply shows ttat

directed graphs are usually used as an intermediate stage to map between XML and
databases, and alke ability of converting XML to diredtgraphanddatabase is based

on the existence of a common terf@amdation

299 The InterconnectitigZdgnd Directed Graphs

Zzstructure can be defined in several ways, including a definition based on directed graph
in [116] In that viewzzstructure is edirected mukigrapld with someextra restrictian

This is concluded by means of a ternary approach; however, a pure ternary definition of

zzstructure has been introduced in se2thi
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210 Summary

I n this chapter, through reviewing the rel.
common foundation in some different areas: Knowledge management, hypertext, the
Semantic Web, ZigZag and Workflow management. What & nnt by the o0t el
foundationdé has not been formally defined
stage has enough background and motivation to read &apteto know the basic

definitions of th&'RM, having an implicit view about what are the expected properties of

the TRM.

So, we now return to our original questicare we talking about the same structure?

Although this chapter could provide a rough idea about the targeted unified yeddel, it
cannotaccuratelglefine what that unifietiodelis. The fundamental information model

of all of these paradigms-l hak bE®bu sbowa t
this neds to be justified through this thesis after introducing TRM in the next chapter,
particularly in sectio8s3 4.1, 5.7,6.4

-56-



Chapter 3

THE TRM: A GENERAL INTRODUCTI ON

In chapter2 an implicit view of a common information model has been drawn. This model

is based on three elents that can be used in a variety of -neldéon structure. It is
supposed that chaptet oul d justify the basic need for
that can be modelled explicitly in nodes of thetwteuceither in the relations nor

implicitly anywhere else. Thus the drawn image of the proposed model mushreantali

el ements of oO0sourced, 0 adatoostama.Thisonodelisand 0 d e
called oO0Ternary Re ltoadxpresmtkat idloaded lomelatians 0 TRMG
between three nodes, or some triples which are related tofetherhapter is to

introducethe TRMin an abstract context and to show how it can be a generalization of all

Ot er nar y stded inhe preiduscisapter

3.1 AbstractDefinition of the TRM

The definition othe TRMis proposed in two stages: Static and Dynami&tdie TRM
is applicable whethe relatingnodes ardixed and independent of each othed/or
external parameteend he dynamicefinition extends the conceptté StaticTRM to

the areas where nodes cafuhetionallydependent of each other.

311 Static TRM Definition
Thebasic concepts are:

1-0 N o d erame far every individual pieéelatainformation
22A 6 Rat i odabedirige oyt haree nodes called O0Osour

and o0destinationd respectively.
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3- Each relation is itself a node.

4-0 Re | at theoTRMabe bidirectionalywhichmeans that a single relation can

express two meanings wiemgreador interpretedrom two different directions.

The TRM information space as simple as set of nodeJhere is no hierarchy structure
between nodes the TRM The fact thadrelations are themselvesné6desd oes ndt i mp |

any hierarchy because it can bdvexsby crosgeferencing.

The TRM graphical notation consists of circles representing nodes and arrowsngpresent
relations. Arrows originate from the source node, passing through the association node and
terminate to the destination node. This has ilastnated inFigure3-1, and asample

TRM-modellednformation space has been showfignre3-2.

Source ——

Destination
—
O—=—0C
NI

,J LAssocia‘[ion

Relation

Figure3-1: Graphichnotation for the abstract TRM definition

Figure3-2: A sample TRNhodellednformation space
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It is very important to clarify a point abthk TRMn ot at i on. 0This not a
supposed to be used ewmd of any other notation or language or to be a competitor to

t hemo. As wi || be seen | at eworkflohsorrXMle ach i nd
some equival ent TRM not at iteenTRMnotatisnt is but [

recommended. Thetatge i s t o say t thaTRMto express tkem.pfbiss si bl e 6
is becausthne TRMnotation is going to be cumbersome for large amount of information.

However, it may or may not be a rival notation depending on the subject.

3111 Formulation

The fact thabeach relation is itself a nads arecursre phrasén formulatinghe TRM

and may look to cause problems in making a closed TRM form&atianately, this
recur si on adyintngehodpt becauseptthiere are some basic nodes, i.e. nodes
thatdo n €ontain any relatiootherwiseit would be impossible to build relations over
other relations. fis hasalsothe advantage afeltdescriptionin whichone can say

0 ever ythelfTRMi gs inonthketie TRM definitionvery simple.

Let us firsessuméhat relations are different entifiesn nodes TheTRM isdefinal as:

A couple @N,R) where
N is the set of all nodes and
REN?® ie.R=fom&,y,z) | x,yz N}

Now for imposing the fathat everyelation istself anode, it is not possible to simple say
RENbecause N doesndt i ntlusdefmmeNj asthpseeof by de
basic nodes, i . e. nodes Whsthehsebfdatl roslas 6 t expr
which is the union dfl,andR. In this caseR is N®> and notN,’ because relations can be

built over other relations as well as basic nddethe StaticTRM is defined as:

A set of all nodes: gR whereis a $@f basic nodes; &d°Rr,

N=N, g {som&,y,z) x,y,2 N}

Equation3-1: StatieTRM formulation
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It is noticeableghat N is defined usind, which expresses the recursive definifiois.
formulation shows aode production makkwiag a set o, is enough to grow the
information structure ithe TRM all one needs to do is to build more triples and add
them to the existing nodes.

3.11.2 Internal Architecture
In the TRM each nodearhavethe followingdata members:

1- Idand/or URI

2- deg@escriptioh

3- da(direct association) aralreverse association)
4-  srdsource)asgassociation) amtstdestination)

Id is the unique internal identifier of the node which can béouséerenceéo anynode.

The validity ofild can be defined in different pes, which can be universal or local,
depending on the apgtion.URI defines the web standard identifier of the roehes a

text containing the name, description or value of the node, independent of possible roles
of the node in any relatiadtaandraare two texddescribing two faces of this node when

it participates in a relation in normal or reverse direcipas@nddstare references to

Ids of three other nodes and are used when this node is a relation (or a statement) about
theother nodes.

Id/URI is the only necessary data members andstliod neembers are optional. This has
been intentionally defined in order to allow the node structure to handle both single node
definitions (when at least onedeclaor rais needed) and relation definitions (wéen

asandds are needed).

312 Dynamibefinition

The TRM in general supportise functionallinks, which means that each tife three

elements of a relation can be a dynamic function of attotiteemeans that they are not

only changeable by the authors, butthésocan be changed dyhama |l | y on t he r
side.Thus in the most general case, eftitethree elemestn a ternary relatiaran be a

function of two othergndthe environmentaattributeson t he r glkedusas s si de

speciications, location, time, etc.).
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This furctionality will allow us to cover some areas which cannot be cohesstdtye

TRM, likethe functionallinks ofthe BRM as mentioned in secti@rh Also by mixing

this functionality to some of the relateatksstudied irchapter2, new horions may be

opened to extend thosdormation models and build new models. As an exahgzlag

if mixed with thdunctionalinks.lIt is noticeable that the functionakéirof the TRM act

in a totally differerfevelthan the TRM linkkevel It means that the links are still ternary

and the functional links are not intended to support extra link dimensionsaiethey
needed. Instead, the functional links generalizayhthat three nodes can be linked. In

the Static TRM, a link is about three fixed nodes and in the Dynamic TRM, it is about
three variable ones. As will be seen later, the dynamicity is neither about the number of
nodes to be linked, nor about the contehteach node, but about selecting the
participating node$he content of a node is not necessarily fixed in the Dynamic TRM
(e.g. a functional link is itself a node with dynamic content) but a single functional link does
not act on the level of changihg tontent of the nodes.

3121 Formulation

In order to formulatehe DynamieTRM, three functions with some attributes must be
defined. Also it is necessary to have an abstracted attribute to show all of the
environmental parameters. Making this attribataripletely dependant on the nature of
information ananay balifferent from case twaseThus in the following formulation, it is
assumed thavean abstracted and single parameter, namaich includes all of the

necessary environmental parametesst éf all possibtesis named T.

TheDynamieTRMis defined a®llows:the StatieTRM (sectiorB3.1.2.1plus:

N is the set of all nodes
REN® ie.R={some (x,y,z) | %y}

T={some]|tt is an environmental parameter}

x=f(y,z,t) , y=g(x,z,t) , z=h(x,y@nd f, g, h?(NT)4 N

Equation3-2: The Dynami€lRM formulation

In terms of notation, it is difficult to draw graphsDgnamieTRM because the result

would be a dynamic graph that changes by having different environmental parameters.
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However, dotted line has been used in a simple example shown ii.4éctdenote a

timedependencék. This solution may not be applicable in a more complex example.

Relating three nodes to each other while the relation uses functions needs more
clarification. Aoossiblemisunderstanding is to suppose that nodes are themselves dynamic
in content, anchatthe DynamieTRM relates these varying nodes to each other. Although

it is possible for the contents of nodes to be changed at any time (like any other
information modelthe DynamieTRM has nothing to do wittme change the content

of nodesBeingdynamichereis about relating nodes, not abcomtentsof the related

nodes. If a single defined relation relates three fixed nades, dfis possible that under

other circumstances the same relation relaggs So the TRM relations include
references to some three nodes, while the mechanism of referencing ithdi&etie

TRM and indirect (functional) the DynamieTRM4. The practical solution to this is to
define the functions likggandh (of

Equation3-2) as nodes and use them as source, association or destirh&@onRd
relationsOne then cahave a static snapslbthe DynamieTRM by knowing theesult

of the dynamic functions

32 Examplesof the TRM

321 TheStati@RM

As an example ahe StatieTRM, the bibliographic example of secfah?2is recalled.
However, the i nfor mat i onthaSwticiRM tedtureglikea mp | e
bi-directionality)rigure3-3shows the equivalent TRM graph.

41t is obviously possible that the content of a link is changed (an example is a node representing a dynadras TRM link
a relation is itself a node) but that node still has a fixed identification that make it ready to participate in any another
static or dynamic link. The latter dynamic link again has nothing to do with the changes inside the participating nodes,
even if tley are themselves changing.
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Figure3-3: The TRM graph representation of the sample database

322 TheDynamitRM

TernaryLinks in a personalizdd/pertext(section5.9 is an example dhe Dynamie

TRM, ard the environmental parameterstiagadentified usespecificationandpossibly

time. The system may show an anchor irhjpeertextas the source of a link while this

could not be a link with othesers, then by clicking on that anchor a menu of choices
may appear that shows the available links while each item may vary for different users. By
selecting one of theranother environmental parameter is involved whibkésu s er 6 s
choi ce 6. heFfumctioh may cadculatet the desired destination with all of the
available parameters during the process and will take the user to that point.

DHE [29, 30](described in sectidh4.5 is aother special casef the DynamieTRM

when the adetl computed links are in the forms of functional triples. The rules of finding
links in DHE (called RNA: Relationship Navigation Analysis) are based on-the non
normalized schema of a relational database. The set of links in thehggmrlexdis
R={(x,y,z) | y=f(x), z=g(x,y)yhen x is the content of a field, z is the available semantic
relationships originating from x, and z is the endpoint. Fifjalyd g()are functions

generated by RNA.

3.3 A Layered Approach

After definingthe TRMin this chapteiit is necessary fmd out howTRM fits in with
other related works studied in the previous chapket has been used till now was the
word oOcover i ntgedTRMa@n be la cammdforaationfor different
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information models. This word must keriied to show the level of suabverageFor
example, the way tihe TRMcoverghe BRMis far different from the way that it covers

Zzstructure.

To achieve the explicit relation, a layered definitiom loff@mation Systerhas been

proposed irFigure3-4.

f Users
Application Layer e.g. the Web, OH, the SW, DBMS, WFMS, GZZ
Information Top Layer e.g. Zigzag, DB models, WF models, RDF/OWL
Layer | Foundation Layer | = TRM, TRM subsets (BRM, static TRM, _)
Storage Layer e.g. XML, HTML, N*, RDB tables
* Machines

Figure3-4: Information Systernayeraised in this research

In that configuratiorthe upper layerarethe closeronesto representing the information
to the user anthe lower layerare thecloseronesto the machine physical level. Each
layer provides enough tools or functionality to represent the information provided by its

underlying layerThe layers are introduced as:

1. StorageayerContaingmechards vocabulariesr syntagsabout how to store data in

files.

2. Information MoHalerDeals withthe method ofstructuring the informatiom a

space oinformationfrom raw data to usésvel information.

21. ModelFoundatiohayer:Deals withhow to buil the structural unitsf

information usingaw data.

22. ModeTopLayerDeals with howhe structural units can be managed to build

theuserlevel information.

3. Application LayBrovides functionalities or tools for usgrenanaginthe userlevel

information.
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Now the TRMis positioned ithe Model Foundationayer, which means ththe TRM
deals with building the basic information ufiite TRM subsetswith less degree of
freedomthan the defined TRMike the BRM or the StaticTRM are also basing some
related topayer models and they are in the same laleT&M.

ZigZag relational and sestructured databasesrkflowsmodels and RDF/OWLare
categorized iModel Top Layerbecause they know how to manage the information units
in an informatiorspace Members of application layeanage the uskvel information

like the World Wide Welopenhypertextsystemsor workflow management systems.
Going dowmvard the Storagd_ayer provides the storage sussntags or vocabularies

like XML as a tetxal language to stardormationin semistructured databadeables of

a relational database (includingrteehanics of how thieformation is arranged in tables)

are also categorized under this layer.

It will beshown in sectiod.1how XML can be converted tioe TRMgraph. Now the
guestion is how something from a lower layter lie converted to something from an

upper layer? The answer needs a deeper look on what has been converted, and as will be
shownwill resultin another interesting outcome. Wisatonverted tahe TRMgraphis

not the vocabulary or syntax of an XML listing, lsis@me serrstructured information

(or a hierarchy of information). That information could be written few possib
languages, including XML. Since XML is the most common way of expressing such kind
of information, it seems that XML has been convefted. TRMis located in an
abstracted layer over XMhd RDB tableso it shows thahe TRMmay be expressed in

XML or tablesIn fact it will be shown ithe nextchapterthat the StatieTRM can be
expressetoth in XML and RDB tables without any contradictifl. RXMLOS will be
introduced as a language of expreisgRM-based information in XM@his naming

is notbecaus¢éhe TRM-XML is not XML ornot because Itas not the XML syntax, but
because of its special vocabulary. An ingtehtconfusingesult is that XML can be
rewritten inthe TRMXML (which is still in XML); something that looks likecarrsion

butin fact is changing the information modelling methodothieeoutcomes of this fact

are left here to be studied after introduttieagrlRMXML in the nexchapte.

This layered orientation can also be evidenced by DIKW pyramid explained in section

1.1.1 and illustrated iRigure1-2: The storage | ayer represent

model layer represents information, and the application layer represent knowihedge. |
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information model layer, the foundation layer (here TRM) builds information by relating
data, and the top layer (like RDF) makes patterns of information to be represented as

knowledge in the application layer.

The order of layeiis not about the rltness of information but about their position in the
user/machine interactions. Particularlyrdleeof thefoundation layeranbe expressed as
omaking i nformati on from databéd and t he t
i nformati ond b yataimfaniagonkeowledge hterarchgistussed dn

chapter 1The fact that the TRM has more features floareample Zi gZag doesn
mean to swap their level in that figure. Instead, the fact that ZigZag uses a (subset of) TRM
features in making its burilg blocks leads to put it on top of the TRM.

It is noticeable that the TRM itself does |
i n machineds side. I n other words it is notf
method. The value GRM is benefiting the user from the values of a ternary approach to

links implementation.

331 BottorapThreads

As an outcome ofthe mentionedayered approachere are somBottomup layer
threads to be discered, in whiclmot all of the layers to be coa@ necessarihor all of
the members of a layer can serve all members of an upper layer. Fothex@Rle
may notserveZigZag or tablesnay notserverthe DynamieTRM. But there are some
possiblehreaddo be counted here

1- Tabled, TRMA DBA RDBMS: Show a usual relational database management
system.

2- Tablegy BRMA DBA OH: Shows an opemypertexsystem with binary linkbase

stored in a relational database tables.

3- HTMLA BRMA é A Web: This showthe status of the & with normalbinary
links.

4- XMLA TRMA RDFA SW: Showthe status of layers in the Semantic Web: This
clarifies thathe TRMand RDF are in two abstracted layers.
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5 XMLA TRMA é A DBMS: Is it possible to build databases thegpure TRM?
A good starting point to chapter

6- XMLA TRMA DBA OH: Building open hypertextsystems witsomeTernary

Linkbases, a motivation to move to chafter

7- Tablegy TRMA ZigZadh € : S h a wgstructure stored in tables, as
demonstrated iAppendix A.

8- Tablegy TRMA WFA WFMS:Shows aVFMSbased on ternary relations which is
used tables of a DB as storage. This is what has been implemented and explained

in [152] The same idea can bexeldased on XMhs well

34 Summary

In this chapter the TRMheory has been formedihe TRM is introduced to be a
collectionof nonthierarchical nodes. The concept of relaf@hnish themselvesenodes
in the TRM)are based on triples. Two versioihthe TRMcalled static and dynarare
formulatedThe StatieTRM for fixed triples anthe DynamieTRM for ternary functional
links

A layered structure has been introduced which can precisethéot&lamong other

works and information modelfhie TRM is shown to be located in thandationayer of
information modelling techniques, wbiéng on the topf logical and lpysical storage
layers. Tracing possibléottomup threads in those layers helps justifying some
implemented works as well as discovering some unimplemented ones. It cam also be
good motivation fomoving tothe next chapterm orderto build new infanation

models.

According to these arguments, the TRM is a highly generalized approach to information
that may be used to unify many existing information models. In effect, it may be viewed as

aninformation Model Constructarthétnext chapters
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Chapter 4

TRM-DB: A NEW SCHEMALESSDATABASE

There are many situations in IT systems where people need to mamaygdd real
information and desire not to be constrainetsblyemas While realvorld information

is free in structure, the traditionakide in computer world was to store information in
somerigid structureslThese rigid data structures were developed to serve business in the
early computer ages, and as such their design is, in many respects, a direct descendent of

hundreds ofearf bookkeepind4 7]

SpreadsheetfRelational andObjectOriented DatabaseModels are all about table
orientaton and/or hierarchy and are based on the dependence of data to some kinds of
associated schemas. Despite all of the benefits of these technologies, fitthgptlte real
data to the associated schemas has beentafyetlysiwith many challenges on htaw
artificially rearrange data, how to show them in natural ways and more importantly, how to
dynamically apply structural changes. Having two separatedtsidesd metadatar a
database management system implies keeping a permanent gap bemegraddsi

using the dtabase systenmBhe nore dynamidhe datais, the more difficulies in
managing these two sides likely to appear

The basic idea of this chapteintsoducinga very general database mbdséd orthe

TRM, calledd T RIMBO. Evely piece of data and the relations betweenithine TRM

DBhavea singl e and gl Asbnllbe desgripesl, becauael tHere & nod n o d e
associated schenoaatspecifiedata sefit will becalleddsschemaledésere
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41 An Overview of he TRM-DB

Recalling from thiayered approach proposed in se&igrihe TRMDB is located in the

Model Top Layer in the group of DB models. It is supposed to be a database on top of the
TRM (as the Model Foundation Layer) that cathadell potential of the StatitRM,

not a subset of that. Thus the TR is some tools to manipulate information in a
complete StatitRM framework. As shown in the layered desigigofe3-4, the storage

layer of the new tibase system is some known storages like tables or XML. This section
proposes implementing the THRM8 on top of those two storage layers. These two

i mpl ement ati onsTabdt ed caXMledo TiR&RMavil tbe r

introduced in the next two seaots.

Before introducinghe implementations of tiERM-DB, it is necessary to study Hbwe
TRM canbe formally the fundamental inf@ation model for thetudied related works,
including RDBs, XML andigZag(as claimed iRigure3-4).

411 TheTRMDB behind tRelational Databases

The TRM canbe extracted fromny data modelled the relational databasds.fact,

RDBs have their own met hod Twoappmeakhesragg t er na
possible to explitjt express RDBablesin the TRM: In the first approach, tables are

viewed as expressing predicates, and the second approach uses the binary decomposition

to relate RDB tables to the TRM.

Firstly, a table can be viewed as a single semantic predisati@ioa, in TRM term)

between a recoiidentifier and a record, and a record itself is a set or ternary relations
between a record identifier, a field namek an individual data sittia field. In other

words, tables are semantics that relate tabbords, and the field names are semantics

that relate records to dakaor e x a mp | articleéa wiatbh ef idéfldodos s uch
0 a u t.eicoigacet of ternary links like

{(article_id1, articles, (article_id1, title, titlel)),

(article_id, articles, (article_id1, author, authorl)),

(article_i1d2, articles, (article_id2, titl
Secondlycan be easily proven by noticing that each data modelled in relational database
can be decomposed to a set of binary reld66hdt means that after decomposition,

there will be an infinite number of ta@umn tables that include all of the information
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necessary for rebuilding the original database. The two columns are usually IDs and textual

strings. Thushere will be aumber of relations callBdto R, where:
R ={(xy | x has relatioton} ; 1¢i¢n

ThenR, can be defined as:

R={(,r)]| 1¢ci<¢n}

Finally a general set®€an be defined:as

R={(xi,y|(xy)l R,0¢i¢n}

The above sa$ a kind othe StatieTRM formulation according t&Equation3-1. This
conversion has been illustratedigures4-1.

It is noticeable that the binary decomposition may be widely impractical, as it may end up
with anuncontrollable number of relations, but has been used here to support the TRM
theay.

N ~
Binary Relation i Binary Relation j

Figured-1: A sample conversion of a set of binary relations to the TRM graphs
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412 TRMvs. XML

According to sectio@.2 an XML listing can be viewed as a set of ternary relations
between elements, attributes and textual values. The main idea is that an XML tag is an
association betweén supeelement and the entire selbment or the | e mextual 6 s
content. Also attribute names are associations between elements and textual values. This
shows that an XML listing can be convertadadr RMgraph.Alsothe TRMhas some

different prgerties from XMLTheTRM is free from any hierarchy; it supports functional

linking and bidirectionality.

The idea of converting an XML listing to a TRM equivalent includes making ternary
relations between an entire element to its contents (whetiedmserts or attributes).

For relating a node to its sellements, the required associatgwathe name of sub
elementand the name of attributes. The entire elements (aatkmdnts) are themselves
nodes that have no explicit equivalent in an XML |({Sthegname of the element is not a

good candidate because the elements can be repeated and the name mustsedt be re
for each occurrence of an element). Thus some temporary nodes (like nl, n2 in the
following example) must be used. Finally the elements first level of hierarchy are

connected to the whole XML document (named
To shows how to convert an XML listing to a TRM graph, these steps must be carried out:

- A node called the O0rootdé is defined.
2- All tags and sutags are representingspmenodes.

3- The listing between each opening and closing tag (an elementalemesut) is

also represented as a node.
4- All attributes are representeg@@menodes.

5 All textual values (either for attributes or for elements)sareeplesented as

somenodes.

6- The root node is connected to the nodes representidgviiselement via the

nodes representitigefirst-level tags.

7- The first level elements are connected to the nodes reprabergetpneevel
element via the node=presentinthe seconeevel tags.

8 Repeat step 7 for Hienested elements.
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9 For all attributes, the relevant node is connected to the relevant textual value node

via the relevant attribute node.

10A node cal | e dndithersltheeléomennhsdesare eanneetat! fo the

relevant textual value node, if they have any.

It is also noticeable that during the above process, there may be repeated tags, attributes or
textualvalues, which must not be represented as different aodiése maximum ree

must be utilized. In addition, XML suppdils and IDREF couples to make cress
referencing. It will be very easy to represent tthegt TRMgraphdy havingextual value

for IDREF: attributes must not be created as nodes, because they have tgen alrea
created. Thus the referencing element node must be connected to the referenced element
node via the relevant attribute name. I n

attribute is a special ftefined node.

To illustrate the above points, tesxanplesare shown ifrigure4-2 andFigure4-3. The
first figure is to illustrate the main idea in a simple example and the second figure includes

how to convert sublementsind crosseferencing tthe TRMgraphs.

<e1 al=“x1"> @ 0

X @ N, ) @
<le1> @ °

Figured-2: A simple example of converting XML to the TRM graph
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<e1 ID=“id1”>
<e2 a2="“x2">X</e2>
<e3 a3=“IDREF:id1” />
<le1>
<ed ID=“id4”>Y</ed4>

10014

Figure4-3: An example of converting XML to thBRM graph considering salements and ID referencing

413 The TRMsZigZag
According to sectioR.3.3 a ternary formulation aizstructure has been defined. That

formulation consists of a triple (6f Z) whereC is the set of all zzcells ahdtZE C,

plus two extra conditions about the uniqueness of right and left connections along a single

dimension. Comparing that formulatiofEguation3-1 and

Equation3-2, it is clearly concluded thastzucture formulation is a special cagheof

TRM formulation. The differenea whatthe TRMhas over zstructureare:

1- TheTRM supports multiple connections thitoagsingle association (zzdim here),

i.,ethe TRMf or mul ati on

doesndt

i mply such

extr

of right and left connections along a single dimension. This is also a solution to the

problems of ongo-many relationships zhigZagexplained in sectich 3.1

Zzstructureds r el

at.i

ons ar e

zzstructure to be able to built relations over relations.

not t hemsel

TRM nodes can be repeatedly used in diffeieM fielations without any need

for transclusiorhoweverthe TRMcan implementransclusion iheeded (e.g. to

simulateZigZag b y

connect.
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Also according tthe TRMinternal structure explained in sect@®dsl.2andthe TRM
dynamic definition in sectio®1.2.1 two other differences betwetre TRM and
Zzstructure are:
4- Zzstructure does not supportdaiectional links, i.e. adim has only a single
description along its positive direction, and there is no way to realize the explicit
meaning of the connection from the destination cell to the sourtaedIRM
can fulfil the ambiguity problemsZijZagexplained in sectiéh3.1
5 ZigZagcells are enumerated and it does not sugoitinctionallinks, thus it
can only be a undire category othe StaticTRM.
As a result, a zzstructure graph can be converttesl TiRMgraph (bunot viceversa).
The fact that otwo zzcells can be connectec
TRM nodes can be connected through an assoc
needs to define separate nodes for both zzcells and andirmsnnect them in the same
way. For cloned cells, one can either translate them dirdethyf RM(by relating via a
special node of d.clone), or to redesign the structtiie iIFRM (by reusing a single

node). A sample conversion between two graghseen illustratedrigured-4.

x OO
v i
O~ _ by
rORGECENY/a
Figure4-4: A sample conversion of Zzstructuréh® TRMgraph

4.2 The TRM-Table

The TRM-Table uses a single table to dtueeentie databasgalledhed Nodes6 t abl e)
The singularity of the table is twreof the TRMTable, as it is enough to manipulate

data without any datalated schema, hierarchy or relation between different tables (like in
RDBs). It still can be managed @nrelational database engine and be queried using
languages like SQL, because it is basically nothing more than a table. The distinction is
ohowdé and owhato to store in the tteebl e, be:«
StatieTRM.

Thetabledesign is simply lilkegure4-5
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] IR desc da ra src asc dst

Figured-5: Design othe TRMTable called Nodes table (all fialdgext)

Although theabove design &stableit is still caledd s ¢ h e nmathiseantexd This is

because the field names are independent of the data and are originated by the information
model, not by the information itself. By this view, the tabularity of the design does not
imply any rigidity on the handlatbrmation.Thus he TRMTablemay be considered as
anrpégul ar Tabl eod.

421 An Example

Recalling the bibliographic database of seztiop the equivalent TRWable (called
Nodes) is shown irigure4-6.

D |URI| desc | da ra src asc dst
DArticle Avrticle
IDAticle TR 1 IDArticlel IDTitle IDTitle
IDArticle1R2 IDArticlel IDAuthor | 1DAuthor1
IDArticleTR3 IDArticlel IDYear | IDYearl
IDArticle TR4 IDArticle 1| IDJournal 1DJournal1
IDAticle2 Avrticle2
IDArticle2R1 IDArticle2 IDTitle IDTitle2
IDArticle2R2 IDArticle2 IDAuthor IDAuthor2a
IDArticle2R3 IDArticle2 IDAuthor IDAuthor2b
IDArticle2R4 IDArticle2 IDYear IDYear2
IDArticle2R5 IDArticle2 IDJournal IDJournal2
IDAticle3 Article3
IDArticle3R1 IDArticle3 IDTitle IDTitle3
IDArticle3R2 IDArticle3| IDJournal IDJournal2
IDArticle3R3 IDArticle3 IDYear IDYear3
IDAuthor Authaor is written by is the author of
IDAuthor C. Bussler
IDAuthor2a 5. Choenni
IDAuthor2b R. Bakker
IDJournal Journal is published by is the publisher ¢
IDJournal |IEEE Concurrency
IDJournal2 Electronic Journal of
IDTitle Title is tiles as is the fitle of
IDTite1 Enterprise-Wide Wor
IDTitle2 On the Evaluation of
IDTitle3 Searching for e-Busi
IDYear Year is published in is the year of pul
IDYear 1999
IDYear2 2003
IDYear3 2006

Figured-6: the TRMTable equivalent for the bibliographic example
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4.3 The TRM-XML

A fundamentaiulein the TRMis that everpiece of informatiors anode and there is no
hierarchy of nodeg\lthough XML is designed to manage hierarchicalitdatan be
adoptedhereto managehe TRMnodes ina onelevelof hierarchyThe TRM-XML is
thenan XML-basedlanguagethat is used to express information modelldtkiStatie
TRM. This language uses XML as syntaxtten@RM rulesasits vocabularyRecalling
from sectiorB8.1.1.2the internal datstructureof the TRMnodes motivates to use XML
to assign textual or referenced valusslielement®f a node element. By this vidve
subelementsf a node element are same as what has been introduced i8.4etas
Id/URI, Desaa ra ¢ as@nddst As described igection3.1.1.2TRM does not require
all links to be Hilirectional, std is the only necessary ®ldément and other setements
have been intentionally selected togtenal.

For its vocabulary it needs a dedicatednsah&ike any other XML, the schema can be
expressed in another XML file callee TRMXMLSchemaSimilar to what has been
mentioned about irregularity tbb TRMTable,the TRMXML Schema does not imply
any rigidity (unlike any other XMichemas)The TRMXML Schemais a unified

0Ooschenmedsdlme mal ess dat abaseo.

431 TheTRM-XML Schema

The basic elemeist callecknodexvith subelementincludingld, URI, desda, ra, src, asc,
dstHavingsuke | e ment i s n o tono higraach frintiple,tbbagise hedd10 s
aresule | ement s o faredesigoed o @xpress theidternal data structure of a
single nodeFigure4-7 shows the list dhe TRMXML Schema.
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<?xml version="1.0" encading="UTF-§" ?=

<l-- edited with XMLSpy w2006 sp2 U (http www.altova.com

by mir (CS5IT -
- =xs:schema xmins:xs="http://www.w3.org/2001/XMLSchema"
elementFormbefault="qualified" attributeFormbefault="unqualified">
- <xs:element name="TRM"=
- <xs:complexType:
- =xsisequence minQccurs="0" maxOccurs="unbounded":
=xs:element ref="node" /=
</xsisequence:=
<fxs:complexType=
<% element=
- «xs:element name="node"=
- <xs:complexTypex
- «xs:all=
zxs:element name="id" type="xs:ID" />
<xs:element name="URI" minJccurs="0" /
<xs:element name="desc" minCccurs="0" /=
<xs:element name="da" type="xs:IDRef" minOccurs="0" /=
<xs:element name="ra" type="xs:IDRef" minOccurs="0" /=
<xs:element name="src" type="xs:IDRef" minCccurs="0" /=
wxs:element name="asc" type="xs:IDRef" minCccurs="0" /=
wxs:element name="dst" type="xs:IDRef" minOccurs="0" /=
</xs:all=
<fxs:complexTypes
/%5 elementz
</%s:5chemasz

Figure4-7: The TRMXML Schema listing

Finally<TRM> is the single root element that includes a#tnofle>elements. This

element opens once at the start of file and closes at the end.
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432 Examplé

As an example, suppose one needs to express these stdiiemisrastecturedava is a
course, andim teaches Javdere, the mentioned TRM schema can be used to structure
the TRMXML datalisted inFigure4-8.

=?xml version="1.0" encoding="UTF-8" ?=
- <TRM xmins:xsi="http:/ /www.w3.0rgf 2001 /XMLSchema-

instance"
xsiznoMamespaceSchemalocation="C:YResearch\TRMXML\TRM.xsd" >
- znode=
<id=B01</id=
<desc=Tim</desc s
</node =
- znode=
<id=B02 </id=
zdesc=Java</desc:
</node =
- «node=

<id=C01</id=
zdesc=Lecturer</desc=
< /node=
- znode=
<id=C02 </id=
<desc=Course</desc =
</node =
- znode=
id=P01</id=
«<desc=Teaching</desc>
<da=teaches</da:=
<ra=is taught by </ra=
</node =
- znode=
id=P02</id=
zda=is a</dax
<ra=is the type of</ra=
</node =
- «node=
<ld=801</id=
carc=B01</srcx
<asc=P02</3scx
<dst=C01</dst=
</node =
- «node=
<d=802</Id=>
cerc=B02</srcx
<asc=P02</3scx
<dst=C02 </dst =
</node =
- «node=
<d=803</Id=
carc=B01</srcx
<asc=P01</ascx=
<dst=B02 </dst =
</node =
</ TRM =

Figure4-8: The TRMXML listing of example 1
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Because dhe TRM s-dirbctionality, the above setlué TRMrelations can express the
following relations in the same titrecturer is the type of Tim, Course is the type of Java,
andJava is taught by Tim.

Al so one can build another relation about s

that Tim teaches Javaé6 it is enough to add

<node>
<id>B03</id.>
<desc Amir</ dese
</node>
<node>
<id>PO03X/id>
<dese knowing</desc>
<da>knows</da><ra>is known by</ra>
</node>
<node>
<id>S04</id>
<src>B0X/src>< ase PO3</asc><dst>S03:/dst >

</node>

Which again, ahe same time express hat o0Ti m teaches Java is
oJava is taught oy TiAmiirs kknroowsn t thyetcA ndiarvéa i
The above interpretations of a single fact may seem obvious for human reading, but not

for the computersThis shows how fdirectionality can expands the expressed meanings

when the number of interconnectbd TRMrelations increas€he application of this

multipleinterpretation would be more flexibility in database querying.

Now if one wants to assigrcaursec ode (say o0CO0O0 1, ¢thefollowvongt hat Ja
lines must be added:
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<node>
<id>BO0%l/id >
<dese CO0k/dese
</ node>
<node>
<id>PO04/id >
<da>is the code efda>
</node>
<node>
<id>SO0%/id>
<src>B04&/src>< ase PO4&/asc><dst-B04/ dst

</node>

More importanthifone want s t o use oOteachi nligefo as
sayhat OTi m I, thefadlaving lieea mustibeagldied.

<node>
<id>PO%/id >
<da>likes/ da>
</node>
<node>
<id>S06&/id >
<src>B0X/src>< aseP05</asc><dst-P0k/ dst

</node>

Thereuse of P01 as object withadefining it as a separate node isedtile.

433 Example 2

Recalling the sample database of se2tioRand the relevant TRM grapshown in
Figure 3-3, writing the TRMXML list is a straightforward process. The result is the
following list:
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<?xml version="1.0" encoding="UT&?>
<TRM xmins:xsi="http://www.w3.0rg/2001/XMLSchenrnastance"
xsi:noNamespaceSchemalocation="TRM.xsd">
<node><id>IDTitle</id>
<desc>Title</desc>
<da>is titles as</da><ra>is the title of</ra>
</node>
<node><id>IDAuthor</id>
<desc>Author</desc>
<da>is written by</da><ra>is the author of</ra>
</node>
<node><id>IDYear</id>
<desc>Year</desc>
<da>is published in</da><ra>is the year of publication of</ra>
</node>
<node><id>IDJournal</id>
<desc>Journal<desc>
<da>is published by</da><ra>is the publisher of</ra>
</node>
<node><id>IDAuthorl</id>
<desc>C. Bussler</desc>
</node>
<node><id>IDTitle1</id>
<desc>Enterpris&Vide Workflow Management</desc>
</node>
<node><id>IDYearl</id>
<desc>1999</desc>
</node>
<node><id>IDJournall</id>
<desc>IEEE Concurrency</desc>
</node>
<node><id>IDArticlel</id>
<desc>Articlel</desc>
</node>
<node><id>IDArticlelR1</id>
<src>IDArticlel</src><asc>IDTitle</asc><dst>IDTitlel</dst>
</node>
<node><id>IDArticlelR2</id>
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<src>IDArticlel</src><asc>IDAuthor</asc><dst>IDAuthorl</dst>
</node>
<node><id>IDArticle1R3</id>
<src>IDArticlel</src><asc>IDYear</asc><dst>IDYearl</dst>
</node>
<node><id>IDArticlelR4</id>
<src>IDArticlel</src><asc>IDJournal</asc><dst>IDJournall</dst>
</node>
<node><id>IDArticle2</id>
<desc>Article2</desc>
</node>
<node><id>IDAuthor2a</id>
<desc>S. Choenni</desc>
</node>
<node><id>IDAuthor2b</id>
<desc>R. Bakker</desc>
</node>
<node><id>IDTitle2</id>
<desc>0n the Evaluation of Workflow Systems in BusinesssBes</desc>
</node>
<node><id>IDYear2</id>
<desc>2003</desc>
</node>
<node><id>IDJournal2</id>
<desc>Electronic Journal of Information Systems Evaluation</desc>
</node>
<node><id>IDArticle2R1</id>
<src>IDArticle2</src><asc>IDTitle</asc><dst>IDTitlex/dst>
</node>
<node><id>IDArticle2R2</id>
<src>IDArticle2</src><asc>IDAuthor</asc>
<dst>IDAuthor2a</dst>
</node>
<node><id>IDArticle2R3</id>
<src>IDArticle2</src><asc>IDAuthor</asc>
<dst>IDAuthor2b</dst>
</node>
<node><id>IDArticle2R5</id>
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<src>IDArticle2</src><asc>IDJournal</asc><dst>IDJournal2</dst>
</node>
<node><id>IDArticle2R4</id>
<src>IDArticle2</src><asc>IDYear</asc><dst>IDYear2</dst>
</node>
<node><id>IDArticle3</id>
<desc>Article3</desc>
</node>
<node><id>IDYear3</id>
<desc>2006</desc>
</ node>
<node><id>IDTitle3</id>
<desc>Searching forRusiness Performance Measurement Systems</desc>
</node>
<node><id>IDArticle3R1</id>
<src>IDArticle3</src><asc>IDTitle</asc><dst>IDTitle3</dst>
</node>
<node><id>IDArticle3R2</id>
<src>IDArticle3</src><asc>IDJournal</asc><dst>IDJournal2</dst>
</node>
<node><id>IDArticle3R3</id>
<src>IDArticle3</src><asc>IDYear</asc><dst>IDYear3</dst>
</node>
</TRM>

4.4 Discussion

After introducingthe TRMDB, it is necessary to notice that Xktd tablesnay be

viewedasome c¢ h aof exgresigig the information modelled tihe TRM The TRM-DB

in the data model layeiseshe TRMas thefoundation layeandthe TRMXML or the

TRM-Tableas datatoragdayer The point that makeee TRMDB special is that unlike

other relagd works inthedata model layer, this databadeestlybased othe TRM. For
exampleZigZagis also an information layer basedherStaticTRM, but it doesndod

all of whathe TRMcan provide.

The TRM-DB can be theoretically used to describeyretiuctured or unstructured real
world information with integration of schema in the database. This characteristic is based

on describing all infornan, whether data or metadata withdhme method arid a
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same contexhe main issue is thidiere $ a single, simple and global schema which is

not dedicated to any particular database.

As a comparison between the studied data mthaeERMDB hasdisadvantages and
advantages over RDB, XML and Zzstructure, whigtblean summarized Trable4-1.

Table4-1: Comparison of features the studied data models

RDB XML Zzstructure | TRM-DB

Metadata Separated Joint No or Mixed | No or Mixed

Oneto-many | Yes Yes by Yes by Yes

relationship repetition | transclusion

Null problem | No by No No No for TRM-XML,
decomposition Yes for TRMTable
(if practical)

Reuse Yes by Yes by Built-in Built-in
normalization | ID/IDREF

Hierarchy Yes Yes No No

Bi- No No No Yes

directionality

Relaive Low High High High

required

storage space

45 Querying the TRM-DB

Queryinghe TRMDB is different in nature from querying other dataliieeRDBs or

XML. The differencgoes back tahe lack ofa schema ithe TRMDB. For example, a

question liked welh are the titles o f the articles pROBsisshed in
convertible to a SQL statement having o0éWH
partoffthesc hema (o0year 6) i s quest SimilarlgndKMt,o be eq!
an element daled oOyear ¢ mia e efual toethatvalienae XQuery

statement.
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Inthe TRMDB by contrast s ome st r i ngsofdata, kke ang otheradatad ar e |
l' i ke 0200306. Th e in®QU oyXQgengee $di da,vansachalsceaistit hi n g s

0 a mapping method between these two kinds of queries must be developed. In this
section, the mapping method is desctimeadightwo examples fahe TRMTable and

the TRMXML. The used database is the example of bibliographic data o2sktion

451 Queryirthe TRM able
The equivalent TRMa bl e (cal | ed 0 NofMgars4é)For quersingbeen s h
the TRMtable, first aiew is designed called Reldtigies, as follows:

CREATE VIEW RelationTriples

SELECT Nodes_1.desc AS src, Nodes 2.desc AS asc, Nodes_3stesc AS d
FROM ((Nodes

INNER JOIN Nodes AS Nodes_1 ON Nodes.src=Nodes_1.ID)

INNER JOIN Nodes AS Nodes_2 ON Nodes.asc=Nodes_2.ID)

INNER JOIN Nodes ANodes 3 ON Nodes.dst=Nodes_3.ID;

ORDER BY src;

This viewprovides two features, first it filters the database with the recordfiavieich
completed triples of src, asc and dst (means relations only), sesbadfythe TRM
representation between real pieces of data, not between their identifiers. This view may

contain redundancies, but not any mbk. sample output is showrFigure4-9.

Src | asc | dst

Article1 | Title Enterprise-Wide Workflow Management

Articlel | Author  C. Bussler

Articlel |Year 1959

Articlel | Journal |[EEE Concurrency

Article2 | Title On the Evaluation of Workflow Systems in Business Processes
Article?2 | Author | S. Choenni

Article? | Author R, Bakker

Article2 | Journal | Electronic Journal of Information Systems Evaluation

Article? | Year 2003

Article3 | Title Searching for e-Business Performance Measurement Systems
Article3 | Journal | Electronic Journal of Information Systems Evaluation

Ardicle3 Year 2006

Figured-9: The view of "RelationTriples" applied on the sample database
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Then Relatiofriples view can be used for applying quetiesugh some stageSor

exampl e, t ae thetitlesftheaocwhatl es with year=2003606,
on (asc=0Yeardd6)ANDBx absAtn-thi2c0l0e 2 6, t héen anot he
(src=0ANtD alsel=&titled) to find dst as 00n

done in SQL using a single statement like:

SELECT RelationTriples_2.dst

FROM RelationTriples AS RelationTriples

INNER JOIN RelationTriples AS RelationTriples_2
ON RelationTriples_1.src = RelationTriples_2.src
WHERE RelationTriples_1.asc="year"

AND RelationTriples_1.dst="2003"

AND RelationTriples_2.asc="title"

The d&ove statement relates Reldtigplestoit s el f, wi t Hiripkess L d@sasadoRel
ORel at $ 2T r i pllhee n t he condition ORel ati o
Rel ationTriples_1.dst=200306 wi |l filter thi

referring to thewantedarticles. For the wanteddticles, their titteare requiredrhe
relations that can tell us adcfielel THus nhl es ar e
Relatiofriples 2 a relation with asc=title and qnehat is already foupid required
Also RelationTriple 2 has beenalredy filtered onits src (because ifins to

RelationTripe. 1 by common srcds) .

The result of running the query is showkigare4-10,

dst
On the BEvaluation of Workflow Systems in Business Processes

Figure4-10 The sample optit of queryinghe TRMTable

4511 Rebuilding the Relational Database
If a database is designethmm TRMTable, it can be used to build the equivalent relational
database. An SQL statement can use the des

non-normdized version of the database, i.e. a big table with all the possible columns. The
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requiredSQL statement us8RANSFORM and®PIVOT keyword to convert data from
cells to the headers of the columns, as follows:

TRANSFORM First(RelationTriples.dst) AS FirdsOf
SELECT RelationTriples.src AS Atrticle

FROM RelationTriples

GROUP BY RelationTriples.src, RelationTriples.dst
PIVOT RelationTriples.asc;

The result is likBigure4-11

Avticle | Awuthor ‘ Journal Title Year
Article 1999
Article1 C. Bussler
Article1 Enterprise-Wide Workflow Manage
Article1 IEEE Concurrency
Avrticle? 2003

Article? Electronic Journal of Informatio

Article2 On the Evaluation of Workilow Sys
Article? R. Bakker

Article? | S. Choenni
Article3 2006
Article3 Electronic Journal of Informatio

Article3 Searching for e-Business Perform:

Figure4-11: The sample result of convertihg TRMTable to full nomormalized table

The resulted tablemplicitly showsthe binary decomposed versioh the relational

database. Unlike normal progress, novaitn b e used tequiedrelationp ose 6 t |
As the firststep,one can remove null values and enditipindividual binary tablésut

with possible redundancies)doeryinghe above SQL statemefatr somespecific asc

For examplehe following statemenill give the result ¢figure4-12
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TRANSFORMFirst RelationTriples.dst) AS FirstOfdsc
SELECT RelationTriples.src AS Atrticle

FROM RelationTriples

WHERE RelationTriples.asc="journal"

GROUP BY RelationTriples.src, RelationTriples.dst
PIVOT RelationTriples.asc;

Adticle Journal

|[EEE Concurrency

Article2  Electronic Journal of Information Systems Evaluation

Article3  Electronic Journal of Information Systems Evaluation

Figure4-12 A binary redundant table producedragsforming the TRMable

Finally if identifiers are used, the result is aethmdant set dhe fullydecomposed
tables.

452 Quemgthe TRMKML

XQuery is a language developed for querying XML databases. It has almost the same role
for XML as SQL has for RDBs. XQuery is the recommended query language ligr XML
W3C (http://www.w3.0rg) and has the potential to be one of the mostantpguery
languagegl8] However, XQuery is not yet supporiteény Web browset the time of

writing this thesiRather, there are many implementtbit in terms of applications,

plugins or as a part of some database enljloesabout the syntax of XQuery is outside

the scope of this thesis and the fldtumentations can be found on W3C website

(http:/Avww.w3.0rg).

XQuery can be used as a query languathe f6BRMDB because it can quéing TRM

XML. The way XQuery is used for queryimg TRMXML is again naturally different

from the way it is used qoiery any other XML file. Here XQuery can only question about
special elements (id, da, ra, src, asc, dst) and the questions must be mapped to that special

way of using XQuery. This has been explained in the following example.

Recding the bibliographixample anthe equivalerlERM-XML listing shown in section
4.3.3let ussuppose the queryagaint o f i nd 0 Wh athearticleepuldlishesl t i t | e s
in year 20036. The r equdinfFigule4-28Query i s shown
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Query: What are the titles of articles published in year 20037

let $node := doc("TRMBiblioc.xml")/TRM/nede — “node” is a parameter
for all <node> elements
| Return
data ($node[id=
data ($node[src=
data ($node[asc= returns id of
data ($node[desc="Year"]/id) Agiﬂmrmde"Yeaf Id of articles
= . that have

=1 " - returns id of ) -
data (Snede[dese=t2003M] fad) “—»y o6 »p037| Vear=2003

1/sre)
and asc=

data ($node[desc="Title"]/id) returns icl of

the node “Title”

i 1/dst)
1/desc)

L——» what are the ids ofthe titles of the found articles?

et + returns nodes’ description for the found node ids (or the article titles)

Output for the sample database:
“On the Evaluation of Workflow Systems in Business Processes”

Figure4-13 Description of a samplee TRMquerystatement in XQuery.

46 Summary

In this chaptethe TRMDB has beemtroduced as a method ofalatructuring within a
schemalessamework It is an approach of structuring informatibrectlyon top of
StaticTRM layer Two implementaticare proposed to makee TRMDB feasibleThe
TRM-Table which uses a single table to $h@eentiredatabas, andthe TRMXML
which uses XMhs a language of serialifimgTRMnodes

Before introducinthe TRMDB, the graphical notationthle TRMhas beeshown to be
able to express RDB&gZagand XML Finally themethodsof queryinghe TRMDB
are provide, havingtwo implementatian UsingSQL forthe TRMTable and XQeryfor
the TRMXML.
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Chapter 5

TRM-NAV: A NEW HYPERTEXT NAVI GATION MODEL

Recalling from sectiah4 while classitiypertextmodels (likehe Dexter Mode]92)
define alink as atvol e ment object consisting source
sometimes been considered as the third element, varying from implicit to explicit
involvementSuch threeelementinkshas beegalleddTernarylinksd (as an extension to

the binary links of the BRI9) hereafter

This chater explainsa TRlased navigation mod&IAVOf hypel
Like the previous chapters, this model has a unifying approach and tries to make a general
framework to cover all implicit and explicit approaches to the concept of the Ternary

Links

5.1 Background

When the BRNIL9]wasintroduced in chapt@r a ternargpproach to the BRM in section
2.5.2showed the limitations tife BRMin modelling the navigation iclass of hypertext

sy st e msknowledg@rienttdh ¢ p e r (TlexBRM focused on the four main
navigéonal question@s this node a link source? Where can | go from this source? Is this
node a link destination? What nodes are linked to this destindtam®er, it represents
explicitly nothing else, such as the semantics or types or meaning Tidiekza
informationabout a binary linknay be implidit presented in the implementatibor
exampleinspection of a set of links or of a process generating links may indicate its

purpose; however, this is not expressed explicitly in the model.
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